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Abstract. To improve the accuracy of frame interpola-
tion over long time intervals in video data, we propose
a frame interpolation model based on U-Net, which
identifies each pixel. The two discriminators associ-
ated with existing interpolation methods are each ex-
tended to a U-Net configuration to discriminate videos
and images for each pixel. By training the generator
and discriminator based on the loss values by the U-
Net, accurate image generation can be achieved. We
performed comparisons on the KTH video dataset,
and compared the proposed method with the conven-
tional method. The results indicated that the quanti-
tative scores were almost the same, however the visual
evaluation revealed that the proposed method pro-
duced more accurate results.

Keywords: Frame Interpolation, Generative Adversarial
Network, U-Net, Super-resolution

1. Introduction

In recent years, a technique called frame interpolation
has attracted attention in the field of super-resolution[13].
Frame interpolation is a technology that uses image pro-
cessing to interpolate an intermediate image in a video so
that the image can be visually smoothed. Frame interpola-
tion has been studied in the framework of image process-
ing, and in recent years, there has been remarkable devel-
opment in the interpolation of intermediate images using
a machine learning model. In a method proposed by Nike-
laus et al, frames before and after interpolation are input
to a machine learning model, and through motion estima-
tion based on optical flow and pixel synthesis processing,
an intermediate frame is generated [9][10]. The purpose
of this method is to interpolate one intermediate frame,
in contrast, in the method proposed by Jiang et al, an op-
tical flow inference mechanism and frame interpolation
mechanism are constructed using two U-Net architectures
to realize multiple interpolation models between continu-
ous images independent of time parameters [3]. Although
flow-based machine learning models can effectively in-
terpolate between continuous images (i.e., adjacent im-
ages), they are not suitable for tasks with long time in-
tervals, and discontinuous frame interpolation is likely to

occur. For example, Crestovao et al. reported a case in
which a conventional optical flow-based inference model
generated discontinuous and invalid interpolated images
when the angle of the content object changed greatly in
the preceding and following images [7]. To solve this
problem, frame interpolation over long time intervals has
recently been proposed as an extension of frame interpo-
lation. Li et al. presented a long-time-range frame inter-
polation method based on latent representation generators
[12]. This method consists of a Generative Adversarial
Network (GAN) framework [4].

However, the proposed model has the problem of low
image generation accuracy. To solve the problem of
scarce loss information being fed back to the conventional
model, we propose a frame interpolation method based on
the U-Net discriminator [2].

2. Related Research

2.1. Long-term frame interpolation

Existing frame interpolation techniques mainly focus
on interpolation between adjacent images, and are not al-
ways suitable for frame interpolation over long time inter-
vals, as discontinuous interpolation tends to occur.Several
studies have addressed this limitation Chen et al. pro-
posed time frame interpolation over a long time interval
using a convolutional neural network (CNN) with two en-
coders and one decoder to predict frames from both the
start and end image directions [11]. This achieves frame
interpolation over a long time interval by convolving the
start and end image with separate encoders and then com-
bining and decoding the feature maps. Xu et al. used
a bi-directional long short-term memory(LSTM) model
to allow the model to learn temporal characteristics of a
video, thereby enabling the generation of interpolated im-
ages with higher accuracy and validity than the previously
used CNN model [8]. However, because this model uses
the LSTM model as a basis for learning, the complexity of
the model increases and learning becomes difficult, Addi-
tionally the problem of poor scalability arises depending
on the number of interpolated images. To solve this prob-
lem, Li et al. proposed a long-range frame interpolation
model with improved learning complexity and scalability
by constructing a full CNN model based on GAN [12].
The model consists of five CNN models as components
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of the network. Additionally, it contains three generators
and two discriminators as follows: an image encoder, la-
tent representation generator, video generator, video dis-
criminator, and image discriminator. The image encoder
extracts the latent representations of the start image and
end image, while the latent representation generator in-
terpolates the latent representations in the time direction.
The video generator decodes the interpolated latent repre-
sentations to the original image size. The video generator
then identifies the generated continuous image in the unit
of motion and learns by identifying them in the unit of
image. The main proposal in [12] is the latent represen-
tation generator. It consists of 24 convolutional blocks
and interpolates latent representations in stages based on
a course-to-fine scheme (1-8 blocks in two sheets, 9-16
blocks in six sheets, 17-24 blocks in 14 sheets). Whether
the interpolation image approaches the start or end image
is learned at the latent representation level.

2.2. U-Net Model
In recent years, encoder and decoder networks have

achieved high accuracy in semantic segmentation tasks,
The CNN based on the U-Net model proposed by Ron-
neberger et al. is widely used, mainly in the field of
bioimaging [6]. Specifically, a skip connection exists be-
tween the encoder and decoder to obtain a feature map of
the same size as the input sample. Then up-sampling is
performed. In general, the CNN retains the local feature
amount in the deep layer, while the position information
of the entire image is lost, whereas in the shallow layer,
the overall feature amount is retained. In the context of
GAN, Schönfeld et al.proposed a U-Net configuration for
the discriminator [2]. It was reported that this enables
spatial feedback to the generator and improves the accu-
racy of the conventional GAN model. Unlike conven-
tional discriminators, which return a single scalar value
for a single image, U-Net can provide pixel-by-pixel dis-
crimination results for the entire image. In [8], the au-
thors investigated a single discriminator composed of 2-
dimensional(2D) convolutions. In this study, we address
a 3-dimensional(3D) convolution for video data and the
U-Net configuration of multiple discriminators.

3. Proposed Method

3.1. Extension to U-Net discriminator
The proposed method is based on replacing the conven-

tional latent representation generator with 6-frame inter-
polation and extending the image discriminator and video
discriminator to the U-Net configuration. With regard to
the former interpolation number, the conventional model
realized 14-frame interpolation; however, we changed it
to 6-frame interpolation with the aim of implementing it
in a lighter computational environment. Specifically, we
eliminated the block corresponding to 16-frame genera-
tion of the latent representation generator (17-24 blocks).
Therefore, the proposed model has an extended configu-
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Fig. 1. Proposed framework

ration. Moreover, because interpolation between adjacent
images is considered to be a sufficient time interval com-
pared with the conventional interpolation between adja-
cent images, in this study, we used 6-frame interpolation.

We consider the U-Net configuration in interpolation
as follows. In the conventional model, the video discrim-
inator is composed of four convolutional layers, whereas
in the present model, it is composed of seven 3D con-
volutional layers and seven transposed 3D convolutional
U-Net. This model takes the video of (8, 64, 64, 3) as in-
put, and outputs the identification value of [0, 1], which is
scalar. It also outputs the identification map, which distin-
guishes the entire video pixel-by-pixel. Specifically, this
model outputs the scalar identification result after passing
through seven 3D convolutional layers, and again passes
through seven transposed 3D convolutional layers to out-
put the identification result of the same size as the original
image data. In the conventional model, only a single iden-
tification value is returned to the video data composed of
eight continuous images. In the U-Net configuration of
this model, the identification map of the same size as the
video size is returned. This improves the authenticity of
the entire video and the value of the loss is fed back as the
loss value. As a result of trial and error, the mirror-like
model, which is closer to the structure of the video gener-
ator, has a higher accuracy than the conventional model.

In the conventional model, the image discriminator
is composed of eight convolutional layers, and 8 trans-
pose 2D convolutional U-Nets. Particularly, the short-
cut (x, c) that exists in the even layer is the residual
network(Resnet)-based skip-connection [5]. The model
divides the (8, 64, 64, 3) video data into eight images, and
inputs (64, 64, 3) images for each image. The model out-
puts the [0, 1] identification value, which is a scalar, and
the identification map, which identifies the entire image
for each pixel. In the conventional model, only a single
identification result is returned for one image, whereas in
the proposed model, the authenticity of the entire image
is fed back more clearly as a loss value to return the iden-
tification map of the same size as the image size.
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3.2. Loss Function
In the conventional model, learning is performed end-

to-end by minimizing the following loss function,

LDv = EX ,X̂ [−logDv(X)− log(1−Dv(X̂))], (1)

LDi = EX ,X̂ [
1
T

T

∑
i=1

[−logDi(xi)− log(1−Di( ˆ̂xi))]], (2)

LG = EX ,X̂ [−logDv(X̂)− 1
T

T

∑
i=1

logDi(x̂i)], (3)

where, Dv and Di are functions representing the video
discriminator and image discriminator, respectively. T
represents the number of interpolated images, and in this
case, T = 6. Additionally, xi is the interpolated image. Af-
ter learning the video discriminator and image discrimina-
tor at LDv and LDi , three generators are learned at LG: the
image encoder, latent representation generator, and video
generator.

In the proposed method, the loss function LDdec based
on the identification map output from U-Net is added to
the conventional loss functions LDv ,LDi ,LG.

LDU
v
= LDv +LDdec

v
, (4)

LDU
i
= LDi +LDdec

i
, (5)

LDdec
v

=EX ,X̂

[
−∑

j,k
log[Ddec

v (X)] j,k

−∑
j,k

log(1− [Ddec
v (X̂)] j,k)

]
, (6)

LDdec
i

=EX ,X̂

[ 1
T

T

∑
i=1

[
−∑

j,k
log[Ddec

i (xi)] j,k

−∑
j,k

log(1− [Ddec
i (x̂i)] j,k)

]]
, (7)

Then, the following loss function is minimized where
Ddec

v is a function that represents the video discriminator
of the U-Net configuration and outputs the discriminative
map of the video size. Ddec

i is a function that represents
the image discriminator of the U-Net configuration and
outputs the discriminative map of the image size. Sub-
scripts j and k denote the coordinates of the pixels, and
the total loss value is calculated. Finally, the loss function
of the generator reflects the above equation.

LGU = LG +LGdec , (8)

LGdec =EX ,X̂

[
−∑

j,k
log[Ddec

v (X̂)] j,k

− 1
T

T

∑
i=1

∑
j,k

log[Ddec
i (x̂i)] j,k

]
, (9)

Adam [12] is used as an optimization algorithm for learn-
ing. The parameters are β1 = 0.5,β2 = 0.999, and ε =
10−8, and the batch size is 32. Also, based on [10], a con-
stant factor of 0.5 is added to the loss value of the discrim-
inator as in [9]. The learning rate is set to 5× 10−5 and
the number of parameter updates is 500,000. The RTX
2080 Ti is used for learning for 7 days.

4. Experimental Results

In this experiment, we performed frame interpolation
using the model of the proposed method, and performed
quantitative and qualitative evaluation of the generated
video images. In this experiment, we used four mod-
els of the conventional method and the proposed method,
which consisted of U-Net as the model group. In this
experiment, we denoted a video discriminator of U-Net
as VideoD-U and an image discriminator of U-Net as
ImageD-U. In addition, we used KTH [1] as a data set.
From this dataset, 15 videos were used as learning data,
while the remaining 10 videos were used as test data.
Each video was divided into eight frames for learning.
Preprocessing of the data generally followed the approach
in [12]. In this experiment, the peak signal-to-noise ra-
tio(PSNR) and SSIM [14] were used as image evaluation
indices for quantitative evaluation. Quantitative evalua-
tion for the KTH dataset is provided in Table 3.1. Quan-
titative evaluation of the four models is presented, and
quantitative results of the conventional method, ImageD-
U, VideoD-U, and proposed method are illustrated in that
order. The PSNR had the highest accuracy of 29.9 for
the conventional method, while VideoD-U had the high-
est accuracy of 0.893 for SSIM. This demonstrates that
the U-Net model is also effective for the 3D convolutional
video discriminator. In contrast, ImageD-U had the low-
est accuracy of 24.8 and 0.852 for the PSNR and SSIM,
respectively, while proposed method had a slightly lower
accuracy of 28.8 and 0.872 for the PSNR and SSIM, re-
spectively. These results indicate that the performance of
the proposed method was slightly inferior to the conven-
tional method. Learning appeared to be the bottleneck.
The proposed model is a ResNet-based network model
with skip connections, and the asymmetric U-Net config-
uration was likely responsible for the unstable results.The
presence of ImageD-U may have reduced the accuracy of
learning.

Figures 2-4 present the results for each operation. In
the figures, the first row is the ground truth, the sec-
ond row is the conventional method, the third and fourth
rows are ImageD-U, VideoD-U, respectively, and the fifth
row is the proposed method. The start image in column
1 and the end image in column 8 are the ground truth,
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Table 1. Generation accuracy

Evaluation Index Conventional Method ImageD-U VideoD-U Proposed Method

PSNR 29.9 24.8 29.7 28.8
SSIM 0.884 0.852 0.893 0.872

while columns 2-7 are the interpolated images. Figure
2 presents the results of the Running test. The conven-
tional method and ImageD-U, generated a slightly dis-
torted head of the person in the video from 2 to 5 frames.
There were also frames in which parts of the person dis-
appeared. In the proposed method and VideoD-U, the
clothes and legs of the person were generated relatively
clearly, and continuity in the video was maintained. In
VideoD-U, the problem of the conventional method was
avoided by concentrating on the foreground of the person
through the pixel-by-pixel feedback by U-Net, and the ac-
curacy of generating each frame was improved. Figure 3
presents the results of the Jogging test. In the conventional
method, the feet of the person were blurred in frames 4
and 5. In the proposed method and VideoD-U, the images
were generated with high accuracy. Figure 4 presents the
results of the Walking test, but the images were gener-
ated almost continuously. In the conventional method, the
shape of the person’s head was lightly distorted, whereas
the proposed method, the avoided this problem.

Fig. 2. Running

Fig. 3. Jogging

Fig. 4. Walking

5. Conclusion

In this study, we proposed a temporal frame interpola-
tion with the U-Net discriminator to address the problem
of low generation accuracy and low loss feedback of the
discriminator. To evaluate the effectiveness of the pro-
posed method, we performed quantitative evaluation and
qualitative evaluation using the PSNR and SSIM for the
KTH video dataset. The results indicated that VideoD-U
outperformed conventional methods in quantitative eval-
uation in terms of the SSIM. The results of visual qual-
itative evaluation, demonstrated that VideoD-U was gen-
erated with temporal continuity. One problem to address
in future research is that ImageD-U suffers from unstable
learning, resulting in low generation accuracy. The U-
Net configuration can be improved by making it closer to
the mirror image. It is also necessary to apply this model
to a longer time interval. An additional problem is in-
creased computation time. However, this can be improved
by changing the video discriminator, which is one of the
causes of the increased computation time, to a more effi-
cient configuration.
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