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Abstract. Recent emotion recognition applications
strongly rely on supervised learning techniques for
the distinction of general emotion expressions. How-
ever, they are not reliable to unknown person, due to
the individual differences between human emotional
state and their emotion expressions. In this study,
a novel multi classifier ensemble learning using dy-
namic weights based on the similarity of the emotion
expression among different people is proposed to re-
duce the interference of unreliable decision informa-
tion and adapt their individual differences. We pro-
posed two dynamic weights definition methods which
are based on the statistically feature analysis and the
analysis of multi modal time series data using image-
conversion. We demonstrated the flexibility of these
methods to adapt the their individual differences with
finding the trained data of person who has similar in-
dividual differences between human emotional state
and their expressed features.

Keywords: Affective computing, Multi classifier ensem-
ble, Dynamic weights, Individual difference, Visualiza-
tion

1. Introduction

Research on the analysis and modeling of human emo-
tional behavior are known as affective computing. Emo-
tions play an important role in all aspects of human life,
especially, our work performance, decision making, men-
tal health [1]; the applications of human-robot interaction
with accurate emotion recognition could change the dia-
log strategy corresponding to human emotion state.

However, the performance of the machine learning
models for emotion recognition has recently stagnated
[2]. The most major cause is the individual differences be-
tween human emotion state and their expressed features.
The diversity of emotion expressions becomes even more
complex when we take into consideration inter-personal
characteristics (e.g., personality, mood, genetics and cul-
tural background) [4][5]. Thus, it is very hard to adapt
end-to-end learning-based models to different individual’s
emotion expression, mostly due to very costly training

process, especially, data collection in a unobtrusive and
privacy-sensitive way. In the real-world application, these
models need to learn a new relationship between human
emotion state and their expressed features, even of sophis-
ticated classifiers need to be re-trained.

To solve the personalization of emotion expression
problems, unsupervised dynamic adaptation were ex-
plored [7]. A classifier was trained with data from an indi-
vidual person to improve emotional representation. How-
ever, these models are not able to adapt to unknown per-
son to online and continuous learning scenarios found on
real-world applications.

Therefore, we address the problem of learning adapt-
able individual’s emotion expressions by focusing on im-
proving emotion recognition based on the report that they
can adapt their own perception to how that specific person
expresses emotions when humans already know a specific
person [6]. Thus, we assumed that humans tend to rely
on their own prior knowledge of other people’s expres-
sions learned over to understand individual’s expressions
at the beginning of a dialogue. We propose the use of
a ensemble model including multi classifier trained with
data from each individual person, and define the weights
of classifiers dynamically based on the similarity of per-
sonalized expressions between the trained person and un-
known person. Our contribution is that we proposed the
two dynamic weights definition methods based on the cal-
culating the similarity of personalized expressions.

2. Related Work
2.1. Supervised Learning of Diversity

Some researches focused on the problem of learning
diversity on emotion expressions was with the database
including emotion expression in the wild (e.g. AffectNet
[8], Emotiw18 [9]). These research use a large amount
of data to increase the variability of emotion representa-
tions. Although deep learning models trained with these
dataset improved the performance [10], they still suffer
from the lack of adaptability to personalized expressions.
Koldijk et al. [11] presented personalized stress estima-
tor using participants’ ID as one of explanatory variable.
Canzian et al. [12] found that the performance of clas-
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sifier trained with data from specific person is over than
the performance of the classifier trained with data from
various people on the mood estimation task. These re-
searched showed the importance of considering personal-
ized emotion expressions, but, it was needed to train the
target person’s expressions or ID.

2.2. Multi Classifier Ensemble

Ensemble learning methods usually combine multiple
base classifiers, which are generated by varying the train-
ing sample, the parameters, and achieve a forecasting re-
sult with higher stability and accuracy [13][14]. To im-
prove the performance of the ensemble learning meth-
ods, many efforts have been made to build a more effec-
tive static combiner which could be separated into fixed
method (e.g., mean, majority voting), trainable method
(e.g., fisher linear discriminant). However, they combine
the classifiers for the testing samples by using the same
combine rule, and it could not be applied to adapt the dif-
ference between testing targets. On the other hand, Zhu et
al. [15] proposed the dynamic weighting ensemble based
on the cross-validation, which assign different weights to
the base classifiers for different test samples. However,
this method does not consider the law of change of base
classifiers’ classification ability and it still weights the
predictions of classifiers based on their past performance.
Thus, it is difficult to be applied to adapt the personalized
expressions. For dealing with concept drift, Fan et al. [16]
prepared the base classifiers with the training data sepa-
rating by obtained time, and dynamically assign weights
to the base classifiers for each test samples based on the
time when the test data were obtained. Inspired by the
above weights definition method based on time, we pro-
posed the weights definition method using the similarity
of individuals’ personalized expressions.

3. Proposed Method

3.1. Multi Person Ensemble Learning Model

In this sub-section, the procedure of the constructing
a ensemble model including multi classifier trained with
data from each individual person and these definitions are
described. The following procedure is introduced as a bi-
nary classification task. Given the data from people de-
noted as 1,2,...,p € P, the data of person A is denoted
as DP = [(X1717X1727 "'>X1,f7y1)7 E) (Xt,laxt,Za "'7Xt,f7yi)]’
where [X; r,y;] is a data instance, yr € [1,—1] is a bi-
nary label data, and f and ¢ represent the number of
expressed features and time series data described as
frames, respectively. A set of classifiers denoted as £ =
[C1,C,...,Cp), where E is an ensemble learning model
and C,, is a classifier trained with data from person P, and
Y = [y;,red,y;red,...,yzmd] and W = [w!,w?,...,wP] are the
classification results and estimated weight correspond-
ing to p classifiers. The final prediction of our ensem-
ble learning model y,.q is calculated by using ¥ and W

shown as follows:

Yored = Cp(htest) o o (D)
1 P

ypred:ﬁZ)ﬁredXWp T (%))
p=0

In the following sub-sections, the two methods of
weights calculation are described. The method 1 used the
statistics values of time-series data used as training data
of machine learning for calculating the weights and it is
assumed to be high affinity to the performance of classi-
fiers. On the other hand, the method 2 used the raw data
of multi modal time series data for detailed analysis of the
behavior to calculate the similarity weights.

3.2. Method 1: Person-Feature Importance Matrix

As for calculating the similarity between people, col-
laborative filtering has become one of the most used ap-
proaches to provide personalized services for users such
as an item recommendation [17]. The key of this approach
is to find similar people using person-item rating matrix
and similarity algorithms (e.g., cosine and Pearson cor-
relation coefficient). From these insights, we proposed a
person-feature importance matrix to find person who has
similar personalized feature expressions with cosine sim-
ilarity algorithms. Note that this method require the fea-
ture represented as statistics values such as mean, stan-
dard deviation, maximum and minimum values of time
series data which widely are used as features in the ma-
chine learning tasks [19].

To create a person-feature importance matrix from fea-
tures represented as statistics values, we calculating the
mutual information which has been widely used to find
the importance feature to contribute to the predicting la-
bels in machine learning [18]. Given the data from person
D, X;’ = [x1,X2,...,X,] Where x, is a statistics values in an
exchange in a dialogue and e¢ and f are the number of
exchange and features. Y” = [y, y,...,y.] are the label
data. The mutual information of features X f and label Y?
is denoted as:

e e P i|yi
MI(XP;YP) =Y Y P(xi,yi)log ISJEXI);) SN C)
i=0=0 i

A person vector in a person-feature importance matrix
is represented as mutual information of all feature. Thus,
this person vector described the personalized expression
based on the calculating the correlation between features
and emotional state.

xb = [MI(XJ:YP), MI(X]:YP), . MI(X:YP)] (4)

Given the few test samples to adapt the test target, The
similarity of personalized expressions could be calculated
using cosine similarity algorithm.

; - o xP - xfést
w' = cos(xP, xest) = (5)

P afés|
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Fig. 1. : Image-conversion of Multi Modal Time Series data

3.3. Method 2: Image-Conversion based Multi
Modal Time Series Data Analysis

While the features represented as statistics values of
time series data widely are used in machine learning, the
interactions among features in the time series data is also
important factor to describe the characteristics of person-
alized emotion expressions. Idealy, the calculation of
similarity among people should be extended to the multi
modal time series data analysis. Therefore, we proposed
a image-conversion based multi modal time series data
analysis. The vertical axis of an converted image from
multi modal time series data is a frame/time information
and the horizontal axis of an image sets the multi modal
features. Furthermore, we take advantage of the image
processing techniques of explanation to find the saliency
features from an image represents multi modal time series
information described as Fig. 1.

Some explanation method of object detection task sys-
tematically occluded different portions of the input image
with a grey square, and monitor the change of the class
probability of the trained classifier [20][21]. When the
class probability decreased, the occluded portions of the
input image is importance area to predict the specific la-
bel. However, these methods required the trained model
which outputs the class probability; it is difficult to ap-
ply to the adaptation using small amount of data. Thus,
we used the anomaly detection framework to calculate
the mahalanobis distance between binary labels by mod-
eling the distribution of a label [22]. Then, we monitor
the change of the output distance between image features
belong to binary labels when systematically occluded dif-
ferent portion of the image with a gray square. Similarity
to the previous work, the output distance between binary
labels decreased, the occluded portions of the input image
is a saliency feature of multi modal time series data. We
calculated the similarity of the changing the output among
people using dynamic time warping method which calcu-
late the distance between time series information [23].

4. Experiments

4.1. Data

We collected non-verbal data of the internal state of
humans in a previous study [24].Ten participants (aged

21-26 year) were recruited from the Tokyo Metropolitan
University. Each participant answered 50 questions from
several fields (e.g., history and the seasons) asked by an
agent[25]. Afterward, they filled out a questionnaire to
annotate their confidence of the answer. This question-
naire was created on a 5-point Likert scale.

4.1.1. Motion Features

The time series motion data of the head recorded by
the Microsoft Kinect sensor, and the data were normal-
ized for each participant through the Z score normaliza-
tion, that is, considering a mean and standard deviation
of zero and one, respectively, for all samples pertaining
to each participant. The mean, standard variation, maxi-
mum values of calculated velocity and acceleration were
used as the motion features to train the machine learning
model. The difference between the frames are calculated
from the recorded time series data for image conversion
method. All the features were extracted from the whole
dialogue per exchange.

4.1.2. Annotation

The participants themselves annotated the labels per
exchange on a 5-point Likert scale. We used only 1 (“I
did not have the confidence”) points and 5 (‘T had the con-
fidence”) points from the questionnaire as binary classifi-
cation labels, and we perform the synthetic minority over-
sampling technique (SMOTE) [26] to handle the class-
imbalanced data.

4.2. Evaluation Procedure

To evaluate the models, the leave one person out cross-
validation (LOPOCV) was performed in the logistic re-
gression classifiers . In the LOPOCYV, the samples cor-
responding to each exchange between the person and dia-
logue system were used as the test data, and the remaining
samples were used as the training data. This procedure en-
sured that the test data from one person were completely
excluded in the training dataset, thereby avoiding overes-
timation. The baseline is a classifier trained with train-
ing dataset, proposed methods used the base classifiers
trained with data from each person and combine these
classifiers’ result by using each weight definition method.
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5. Result

The Table 1 shows the evaluation results of LOPOCY,
and the average accuracy of both proposed dynamic
weights ensemble models are higher than the baseline
model. Whereas, as for the accuracy with each validation
data, there were a validaton data with low accuracy in all
models. It can be considered these validation data was in-
herently difficult to classify only with used features in our
experiment. Furthermore, the some validation data with
low accuracy was not founded the person who has simi-
lar personalized expressions with validation appropriately
due to the small number of the person data in this study.

Table 1. : Comparison of prediction accuracy

Validation data Baseline Proposed 1  Proposed 2
Person A 0.750 0.833 0.750
Person B 0.818 0.909 0.909
Person C 0.545 0.545 0.636
Person D 0.571 0.500 0.571
Person E 0.417 0.500 0.583
Person F 0.786 0.857 0.857
Person G 0.428 0.571 0.571
Person H 0.400 0.400 0.700
Person 1 0.727 0.727 0.727
Person J 0.788 0.788 0.788
Average 0.623 0.670 0.700

6. Conclusion

We presented a multi classifier ensemble learning using
two kind of the dynamic weights based on the similarity of
the personalized expression among different people. That
are a person-feature importance matrix which vectorized
the importance of the features represented as statistics,
and an image-conversion based multi modal time series
which take advantage of the image processing explana-
tion methods. We demonstrated the flexibility of these
proposed methods to adapt the test data from unknown
person with finding the trained data of person who has
similar personalized expressions using few samples from
the person. In the future work, we will examine the data
from participants of wider age distribution.
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