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Abstract. This paper focuses on useful channel infor-
mation for automated diagnosis using fundus images,
especially for disease classification using convolutional
neural networks (CNNs). In general, only the green
channel of the image is used for the analysis of fundus
images, and the green channel image is processed in
various ways to analyze. The reason for this is that it
is difficult to capture features such as blood vessels and
optic nerve papillae from other channels. However,
CNNs have the potential to acquire features that are
difficult for humans to capture because they acquire
features in the image by learning. We trained CNNs
on fundus images for each combination of channels
and compared their accuracy. As a result, we found
that the appropriate channel varies depending on the
disease, and the green channel is mainly accurate. In
addition, the results of learning the appropriate ratio
of channels using depth-wise convolution showed that
green and red channels were enhanced, and from these
results, we considered that the green and red channel
are useful in the fundus classification.

Keywords: Convolutional Neural Networks, Fundus, Im-
age Processing

1. Introduction

The fundus examination is an important diagnosis for
detecting a variety of diseases. In addition to eye dis-
eases such as glaucoma and cataract, the fundus exami-
nation can also detect abnormalities in the body including
diabetes and hypertension. Manual fundus examinations
by physicians use fundus images captured in three RGB
channels, and diagnosis is based on capillaries and optic
disks in the images. However, the contrast of the captured
images is low and capillaries are difficult to see[1]. Man-
ual diagnosis is also expensive to process a large number
of images when many features are present in an image. In
order to solve this problem, automatic diagnosis and an-
notation using computer-aided image analysis have been
proposed[2–4]. In these methods, only the green channel
of the fundus image is used to obtain an accurate contrast
between the blood vessels and the background. Image
processing of the fundus image has been better to use only
green channel because the blue channel has little contrast

(a) All channels (b) Red

(c) Green (d) Blue

Fig. 1. : Images of each channel in the fundus image. (b)
is saturated around optic disks and (d) is overall dark, so
these have low contrast. On the other hand, (c) has high
contrast than the others.

and the red channel causes saturation[5, 6]. Fig. 1 shows
each image of the channel.

On the other hand, these methods are designed for lim-
ited tasks, and there are few methods to diagnose various
diseases at once. In this study, we focused on the clas-
sification of fundus images by convolutional neural net-
works (CNN) in order to divide them into multiple dis-
eases simultaneously. The CNN is a method specialized
for image classification tasks, which learn feature extrac-
tions and classifications simultaneously. The CNN has
many convolutional filters in the network model, and the
combination of these filters provides high accuracy and
multi-class classification[7].

In this paper, we focused on the channel information re-
quired for fundus classification by CNN. The green chan-
nel is widely used in the analysis of fundus images, and its
usefulness in CNN is discussed. In addition, since CNN
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Table 1. : Number of samples in each class. The ODIR
include labels that is Normal (N), Diabetes (D), Glaucoma
(G), Cataract (C), Age related Macular Degeneration (A),
Hypertension (H), Pathological Myopia (P), Other dis-
eases/abnormalities (O). ODIR dataset has imbalance of
samples between each class. Normal class and Diabetes
class have 1000 samples or more. On the other hand,
other classes have fewer samples extremely than the for-
mer classes.

The number of samples per disease
(N) (D) (G) (C) (A) (H) (P) (O)

2873 1608 284 293 266 128 232 708

is an extension of image processing, channels with good
accuracy in CNN have a possibility to promote further im-
provement in accuracy in other methods.

2. Proposal Approach

We propose the approach that explores the best channel
combination of fundus image classification by CNN. We
trained CNN models using single or multi channels infor-
mation of fundus images as inputs, and compared their
performance to find the most effective channels for fun-
dus analysis using CNN. We explore the most effective
channels for fundus analysis using CNN by comparing
the performance of different combinations of channels. In
the experiment section, we evaluate all combinations of
channels not only a single channel considering the per-
formance improvement by combining multiple channels.
Finally, the channel combinations that explored were red,
green, blue, red + green, green + blue, red + blue, and
red+green+blue.

We also propose a model architecture that uses a depth-
wise convolutional layer with 1×1 kernels behind the in-
put layer to acquire the channel selection ratio by learn-
ing. The depth-wise convolutional layer is a layer with
the same number of convolutional filters as the number
of input channels of the layer, and each input channel is
convoluted with a corresponded filter[9, 10]. The 1× 1
convolutional filters without downsampling multiply each
element without overlap[11], which is the same as scalar
multiplication for channels. In other words, the depth-
wise convolution of 1 × 1 kernels is a function of con-
stant multiplication of each channel, and the multiplica-
tion factor can be learned simultaneously with the weights
of other CNN.

We compared the model accuracy for different combi-
nations of channels with the model accuracy trained on
the proposed architecture. We also checked the weights
acquired by the depth-wise convolutional layer in the
model and discussed the useful channels.

Table 2. : The accuracy of the model trained by each se-
lected channel images. The model that performed the best
accuracy when only the green channel was used.

channel(s) mean± sd [%]
red 45.75±2.33

green 49.39±2.75
blue 42.82±2.34

red+green 45.90±1.64
green+blue 48.67±1.55
red+blue 48.79±2.27

red+green+blue 47.90±1.62

3. Experiment

We performed 8-class classification of fundus images
using CNN and compare these results. We used uniquely
labeled images from the Ocular Disease Recognition
(ODIR) dataset[8], which is a physician-labeled image
dataset of 5000 patients. The ODIR include labels that
is Normal (N), Diabetes (D), Glaucoma (G), Cataract (C),
Age related Macular Degeneration (A), Hypertension (H),
Pathological Myopia (P), Other diseases/abnormalities
(O). Table 1 shows numbers of samples in each class in-
cluded the dataset.

This data was trained by the CNN model that are
ResNet18 with pre-activations [12, 13]. The training
epoch size is 100 epochs, and momentum is 0.9 on Nes-
terov momentum[14]. Learning rate declined from 0.1
with a cosine decay, and learning rate on the first 5 epochs
increased to 0.1 from 0 to warm up the model. Input im-
ages of the model was resided to 224×224 pixels, and the
pixel values were standardised. Furthermore, all trained
models in the experiment were evaluated by 3 fold cross
validation.

3.1. Exploration of Effective Channels
Models were trained with some channel combinations

which are red, green, blue, red + green, green + blue,
red + blue, and red + green + blue. Table 2 shows the
accuracy of the models trained on each combination of
channels.

The accuracy of the model trained by only blue chan-
nel is the worst, and the one by only green channel is the
best. For this 8-class classification, learning using only
the green channel was effective in directly improving the
accuracy. However, this comparison does not allow us to
compare the accuracy for each class; ODIR is an imbal-
ance dataset, and since this experiment is a general learn-
ing approach of CNN, the distribution of the recall for
each class has a possibility to have imbalance.

Table 3 shows each class recall values of the models
trained on each combination of channels. In the case of a
single channel, class (N), (G), (H), (P), and (O) show the
best recall when the input was the green channel. Then,
class (C) and (A) show the best when the input was the
red one, and class (D) had the best when the input was the
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Table 3. : Each class recall value of the models trained on each combination of channels. Scores of bold font show
the best value in each class. Almost of the best values are performed by models trained by images including the green
channel.

channel(s) mean [%]
(N) (D) (G) (C) (A) (H) (P) (O)

red 64.74 32.96 10.56 63.47 21.07 3.89 69.80 14.83
green 70.27 31.9 23.57 58.70 16.92 4.65 74.50 17.51
blue 59.87 38.43 9.15 36.52 6.02 3.10 58.59 15.54

red+green 67.07 35.95 24.99 62.45 21.42 6.20 71.52 17.09
green+blue 68.01 39.37 21.49 50.50 18.05 6.98 75.37 18.22
red+blue 63.24 37.62 14.80 51.53 19.55 3.10 66.77 13.84

red+green+blue 66.66 37.00 20.08 54.25 17.30 3.88 69.34 17.51

blue one. In the case of mixed channels, the best recall
was achieved when the green channel was mixed in for all
classes.

The result of all cases led us to believe that the green
channel was effective in most of the classes. On the other
hand, the best recall was achieved when red was used
in class (C). And in the class (A), the best recall was
achieved when red + green was used, and the recall was
higher when only red was used than when only green was
used. From these results, the red channel is more useful
than the green channel for class (C) and class (A).

Cataract is a disease in which the entire fundus image
turns white. And age-related macular degeneration can
be confirmed by the deformation of the black shadow in
the center of the fundus image. These features are dif-
ferent from those of vessels and optic nerve papillae, and
we considered that the features are not saturated in the
red channel. Therefore, we considered the classification
of cataract and age-related macular degeneration is more
accurate than that using the green channel because there
is no degradation in the red channel.

3.2. Exploration by depth-wise Convolution

We trained the model which is ResNet18-Preact in-
serted depth-wise convolutional layer after the input, and
the accuracy is 47.26± 1.21. This accuracy is not much
different from the results in the previous section, so the
same level of learning should have taken place. The
weights of the first depth-wise convolutional layer are
shown in the Table 4. The weighting factors wr,wg,wb ∈
R of the depth-wise convolution layer corresponds to each
color channel to emphasize |w| ≥ 1 or weakened |w| < 1
because the input was standardized. The weight of the
green channel is larger than the other channels, indicat-
ing that the green was the most emphasized channel. Al-
though the weight of the red channel is smaller than the
one of the green, it was emphasized the input because it
is more than one absolute value. We considered that the
green channel is the most useful, however it can be com-
bined with the red channel to obtain additional potential.

Table 4. : Weights of the first depth-wise convolutional
layer. The weight applied to the green channel is the
largest in the weights, and the weight enhance the green
channel of input images of the model.

weights of channels
red green blue
1.13 1.42 0.65

4. Conclusion

This paper focused on the useful channel information
for disease classification using CNNs. We trained the
CNN model for each combination of channels and com-
pared their accuracy. We also used depth-wise convolu-
tion in the first layer of the model to learn the proportion
of appropriate channels. As a result, we found that the ap-
propriate channels were different for each disease, and we
considered that the green and red channels were mainly
useful.
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