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Abstract. Recommendation systems play an impor-
tant role in modern applications such as Netflix, Ama-
zon, and e-commerce applications. Although the re-
search for improving the accuracy of the recommen-
dation system is increasing because of this importance,
the risks in the latest recommendation system have not
been sufficiently studied, and the importance of the
recommendation system is increasing, and the attack
to the improper system of the recommendation by the
posting of the false review becomes a problem. The
economic impact of the attack on the recommendation
system is very large, and it is said that the purchase
number of the item fluctuates by 5 to 9% depending
on the increase and decrease of one star for the item
evaluated by 5 stages. However, in a simple recom-
mendation system, it is difficult to distinguish between
a fake user and a normal user, and an algorithm to
prevent attacks is required. In this paper, we focus on
“injection attacks” among attacks on recommendation
systems. An overview of the injection attack is shown
in Figure 1. In the injection attack, an attacker creates
a profile of a fake user from the data and injects it into
a data set, and the data set is learned by the recom-
mendation system. Learning without knowing the at-
tack affects the recommendation function, and there is
a risk of recommending different items. Although var-
ious studies have been conducted to verify the charac-
teristics of such attacks, in the process of creating false
data, the effects of optimization algorithms on attack
performance have not been well studied. In this paper.
In this paper, we investigate the attack performance of
Bi-Level Optimization.
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1. Introduction

Recommendation systems play an important role in
modern applications such as Netflix, Amazon, and e-
commerce applications. Although the research for im-
proving the accuracy of the recommendation system is
increasing because of these importance, the risks in the
latest recommendation system have not been sufficiently
studied, and the importance of the recommendation sys-

Fig. 1. Optimization Algorithm

tem is increasing, and the attack to the improper system
of the recommendation by the posting of the false review
becomes a problem. The economic effect by the attack on
the recommendation system is very big, and it is said that
the purchase number of the item fluctuates by 5 to 9% by
the increase and decrease of 1 star in the item evaluated
by 5 stars. However, in a simple recommendation system,
it is difficult to distinguish a false user from a normal user,
and an algorithm to prevent attacks is required. In this pa-
per, we focus on “injection attacks”[1] among attacks on
recommendation systems. An overview of the injection
attack is shown in Figure 1. In the injection attack, an
attacker creates a profile of a fake user from the data and
injects it into a data set, and the data set is learned by the
recommendation system. Learning without knowing the
attack affects the recommendation function, and there is a
risk of recommending different items. Although various
studies have been conducted to verify the characteristics
of such attacks, the impact of optimization algorithms on
attack performance in the process of creating false data
has not been well studied. In this paper. This paper in-
vestigates the change of attack performance when several
kinds of attacker models are prepared and their optimiza-
tion algorithm is Bi-Level Optimization[2].

2. Related Search

In this paper. A simplified Bi-Level Optimization al-
gorithm is used in the learning and creation of false data.
In creating a fake user, an attacker learns the behavior of
the fake user to create fake data. Bi-Level Optimization
algorithm is

min
X̂

Ladv(Rθ ), . . . . . . . . . . . . . (1)
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,

θ
∗ = arg min

θ

(Ltrain(X ,Rθ )+Ltrain(X̂ , R̂θ )). (2)

.
the optimization algorithm can be expressed by two

equations:. Equation (1) is called outer objective. Given
a set of surrogate models and pseudo users V , the pseudo
data X̂ε{0,1} is learned by the loss function Ladv. Equa-
tion (2) is called inner objective. θ is a parameter of the
surrogate model, Rθ is usually a prediction of the surro-
gate model by the user, and Ltrain is a training object of
the surrogate model. Thus, the inner objective is embed-
ded in the outer objective. The inner objective first injects
X̂ of the false data and calculates a new parameter θ ∗ by
learning the contaminated data. Finally, by using θ ∗ cal-
culated by inner objective, the objective false data can be
created by outer objective. The gradient is used to opti-
mize the inner objective. the slope of the inner objective
is

∇X̂Ladv =
∂Ladv

∂ X̂
+

∂Ladv

∂θ ∗
· ∂θ ∗

∂ X̂
. . . . . . (3)

.
Although Bi-Level Optimization has a wide application

range, it requires two minimizations, so it is not practical
to apply it to attacks on recommendation systems due to
its high computational complexity. In the study of Jiaxi
Tang et al. [3], the unroll and inner objective gradient of
the Bi-Level Optimization step number were investigated
to what extent the accuracy of the optimization was af-
fected, and the instability of ItemAE was clarified. In the
research of Jonathan Shlens et al[4], an adversarial exam-
ple to make noise that gives the most influence on the ma-
chine learning system is made, and the robustness of the
algorithm with nonlinearity is clarified. However, since
various attacks can be considered practically, it is neces-
sary to understand each attack characteristic first. In this
study, we clarify the attack characteristics that affect the
attack.

3. Proposed Analysis Method

In this paper, the surrogate models are WRMF and
ItemAE, and the victim models are WRMF, ItemAE, and
ItemCF. Then, the attack performance was compared in
each combination of 6 types. In experiments 4.1 and 4.2,
self-made datasets were prepared, and the number of users
was 900, the number of items was 300, the number of fake
users was 100, and the sparsity was 88%. In Experiment
4.3, we used Gowalla, a data set of location-based ser-
vices. Gowalla had 13100 users, 14000 items, 131 fake
users, and 99.7% sparsity.

3.1. Overview
ADAM was used for the optimization of inner objec-

tive, and SGD (Stochastic Gradient Descent) was used for
the optimization of outer objective. The intersection loss
function used here assumes that the number of users is U

and the number of items is I, and that ruk is the predicted
value for the target item i of the user r, defined as

Ladv =−∑
uεU

log
expruk

∑iεI exprui
. . . . . . . . (4)

3.2. Dataset
3.2.1. Homegrown Dataset

The data set used was the one made by itself. The
dataset had U = 900 normal users, V = 100 fake users,
I = 300 items, 88% sparsity of the data, and Xε{0,1}.
In the first data set, the threshold was set to 5, and the
random numbers generated by the standard normal dis-
tribution were assumed to be 1 for those higher than the
threshold and 0 for those lower than the threshold. The
dimension d used in the WRMF was 20, the iteration of
the outer objective was 100, and the iteration of the outer
objective was 100. Also, the output X̂ was output as a
threshold value 0.2, 1 if the output value was 0.2 or more,
and 0 otherwise.

3.2.2. Gowalla Datasets
The data set provided by Gowalla, a location informa-

tion service, was used in the last experiment. Gowalla
is a data set that shows whether or not a user visited an
arbitrary registration point from the location information
of the user, and the value is two of visiting the place (1)
and not visiting (0). The number of users was 13100, the
number of items was 10,000, the number of fake users
was 131, and the sparse rate was 99.7.

3.3. Evaluation Index
To evaluate the performance of the recommendation

system, one test item was set for each user, and hit ra-
tio at 10 (HR@10) was used to calculate the ratio of the
predicted item to the actual one.

4. Experiments

In 4.1 and 4.2, the reproduction experiment of Jiaxi
Tang et al. was expanded as a preliminary experiment [3].
In the reproduction experiment, the data set was made to
be 3.2 self-made data set, and the recommendation algo-
rithm was made to be WRMF, ItemAE, and the gradient
calculation formula in the minimization of equation (3)
was simplified by omitting the first number loop of ap-
proximation and optimization, and the effect was investi-
gated. In the previous study, we examined the difference
in the effect for each loop omission number, but in this pa-
per, to verify the stability of the algorithm, HR@10 and
loss function Ladv for each iteration were calculated with-
out omitting the loop. Experiments 4.3 verified the attack
performance against the false profile detection function.
In Experiment 4.4 we measured HR@50 in 6 combina-
tions of surrogate models (WRMF, ItemAE) and victim
models (WRMF, ItemAE, ItemBase CF).
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Fig. 2. Experimental results of WRMF
(left:Loss Function middle:HR@10 of target item
right:HR@10 of test item)

4.1. WRMF

WRMF [5] is used to compress sparse matrices, such
as in recommendation systems. Assuming that the latent
variable of the user is PεR|U |×|K| and the latent variable of
the item is QεR|I|×|K|, the predicted value of the normal
user can be represented by R = PQT for the normal data
X. Also, when the fake data X̂ is injected, the potential
factor of the user is FεR|V |×|K| and the predicted value of
the fake user is R = FQT . By using these, the training
formula of the surrogate model is

Ltrain(X ,Rθ )Ltrain(X̂ , R̂θ )

= ∑u,i wui(xui−PT
u Qi)

2

+∑v,i wvi(x̂vi−FT
v Qi)

2

+λ (||P||2 + ||F ||2 + ||Q||2). . . . . . . . (5)

.
The WRMF prediction is expressed by R=PQT , where

R is independent of the data X ,Y when the WRMF opti-
mization method uses SGD - based algorithm. That is,
Ladv in the first term of expression (3) cannot be differ-
entiated by X̂ . ∂Ladv

∂ X̂
= 0. Thus, equation (3) is expressed

by

∇X̂Ladv =
∂Ladv

∂θ ∗
· ∂θ ∗

∂ X̂
. . . . . . . . . . (6)

.
Since the second term can be neglected, the optimiza-

tion can be simplified. The results of the experiment are
shown in Figure 2.

The left figure of Figure 2 shows the loss function
Ladv for each Iteration, and while Iteration succeeded in
minimizing the loss function as a whole, the one which
took the minimum value was the one whose Iteration was
around 15, and the value rapidly increased when Iteration
was 15 and 30. In the middle figure, HR@10 is high, but
the maximum value is around 17, and the value is low be-
tween Iteration 15 and 30. Finally, in the test item, the
value of HR@10 dropped sharply to 20, and then rose
sharply. In this way, in ItemAE, the operation of the unsta-
ble value was done by Iteration. This is because ItemAE
is a non-convex algorithm.

Fig. 3. Overview of ItemAE

Fig. 4. Experimental results of ItemAE
(left:Loss Function middle:HR@10 of target item
right:HR@10 of test item)

4.2. ItemAE

ItemAE (Item AutoEncoder)[6] is a recommendation
system of an auto-encoder.An overview is shown in Fig-
ure 3.

ItemAE is a system that inputs high - dimensional data
to an encoder, makes it low - dimensional, and then is re-
constructed by a decoder. The WRMF with SGD can ig-
nore the first term of Eq.(3), but the second term cannot be
ignored when ALS (alternating least square) is used with-
out SGD because the loss function Ladv depends on the
data X. On the other hand, ItemAE can ignore the second
term. The equation for calculating the slope is

∇X̂Ladv =
∂Ladv

∂ X̂
. . . . . . . . . . . . (7)

Since the second term can be neglected, the optimization
can be simplified. The results of the experiment are shown
in Figure 3.

The left figure of Figure.3 shows the loss function
Ladv for each Iteration, and while Iteration succeeded in
minimizing the loss function as a whole, the one which
took the minimum value was the one whose Iteration was
around 15, and the value rapidly increased when Iteration
was 15 and 30. In the middle figure, HR@10 is high, but
the maximum value is around 17, and the value is low be-
tween Iteration 15 and 30. Finally, in the test item, the
value of HR@10 dropped sharply to 20, and then rose
sharply. In this way, in ItemAE, the operation of the un-

The 7th International Workshop on Advanced Computational Intelligence and Intelligent Informatics (IWACIII2021)
Beijing, China, Oct.31-Nov.3, 2021 3



Soichiro Hashimoto

Algorithm WRMF ItemAE
Recall 0.946 0.924

Table 1. Attack Performance on Homegrown Data

XXXXXXXXXXSurrogate
Victim WRMF ItemAE ItemCF

WRMF 0.139 0.119 0.238
ItemAE 0.114 0.118 0.115

Table 2. Attack Performance on Real Data

stable value was done by Iteration. This is probably be-
cause ItemAE is a non-convex algorithm[7].

4.3. Comparison of attack performance
(Homegrown Dataset)

WRMF and ItemAE were used as attack generation al-
gorithms, and the probability of detecting generated false
profiles was analyzed. By this, it is possible to examine
each attack’s performance. The attack detection algorithm
uses a neural network. The neural network used is a hid-
den layer of 2 layers, the first layer is Rectified Linear
Unit of 100 units, and the second layer is a sigmoid unit.
The input is an array of |U | ∗ |I| ratings, and the output is
Xε{0,1}.The training data were 75%, the test data were
25%, and the number of epochs was 300, and the results
were the average value of 5 times. The recall was used as
an evaluation index. Recall shows the percentage of cor-
rect predictions that are correct. When Recall has a high
value, false profiles are easily detected and attack perfor-
mance is low. The results are shown in Table 1.

In this way, WRMF has a higher value than ItemAE,
and the detection rate is higher. Therefore, in the detec-
tion system using a neural network, ItemAE can produce
a fake profile with higher attack performance.

4.4. Comparison of attack performance
(Real Dataset)

The surrogate models were WRMF and ItemAE, and
the victim models were WRMF, ItemAE, and ItemBase
CF. HR@50 was measured for each combination of
6 models. The data set used 3.2 geolocation service
Gowalla data sets. ItemBaseCF [8] is an item-based co-
operative filtering and a memory-based recommendation
system. It is known as the most common recommendation
system. A comparison of attack performance is shown in
Table 2.

surrogate model was WRMF and the victim model
was ItemCF. This is probably because ItemBase CF is
a memory-based algorithm. Also, in general, collabora-
tive filtering is vulnerable to data sparsity and the data set
used in this study has a high sparsity of 99.7%, so the
vulnerabilities may be more coordinated. The next higher
value is considered to be due to the “white box setting”[9]
in which both the surrogate model and the victim model

are WRMF. In the white box set, the attack was made on
the assumption that the attacker already knew the victim’s
recommendation model in advance, so the attack with
higher attack performance was possible. Finally, there
was no large fluctuation in the value of ItemAE even in
the case where the above is desired. The non-linearity of
ItemAE is shown to be flexible to attack because the value
does not change even in the white box set. The same val-
ues for ItemBaseCF also indicate that the nonlinearity in
the generation of fake data in neural networks is difficult
to function against memory-based algorithms[10].

5. Conclusion

In this paper. Focusing on the injection attack which is
an attack to the recommended system, the effect of opti-
mization algorithm Bi-Level Optimization used in the in-
jection attack on each recommended system was analyzed
by calculating HR@50 for 2 kinds of proxy models and
3 kinds of victim models in all combinations of 6 types.
The results show that memory-based cooperative filtering
is highly vulnerable to attacks and ItemAE is more robust
to attacks. In the future, the algorithm which discrimi-
nates the false review will be constructed based on this
research result.
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