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Abstract. Edge cloud is usually used to dispose delay-

sensitive business 、  realize the processing and 

analysis of local real-time and short-cycle data. 

However, due to the large number of concurrent 

requests for edge intensive tasks, the resource 

allocation strategy will seriously affect the stability of 

nodes. To solve this problem, an adaptive resource 

allocation model (CRPSO model) based on chaotic 

hierarchical gene replication is proposed in this paper. 

In the model, the concept of chaotic replication ratio 

is proposed. Based on Kubernetes edge cluster, the 

resource allocation results of CRPSO model are 

verified from three aspects: CPU variance, memory 

variance and total variance of two kinds of resources. 

Experiments shows that the fitness of this model is 

much higher than that of the comparison algorithm 

on average, and the convergence rate of this model 

remains optimal even though the solution space is set 

to be exponential. In addition, the variance 

fluctuation range of CPU and memory is lower than 

that of Kubernetes clustering algorithm after 

resource allocation. Therefore, this model is suitable 

for edge large-scale task request scenario. 
 

Keywords: Edge cloud, Resource allocation, Chaos 

theory, replication ratio, Kubernetes 
 

 

1.  INTRODUCTION 

Due to the terminal application of the Internet of things 

is generally near the user. Therefore, the traditional cloud 

computing paradigm no longer meets the requirements of 

users [1,2]. Hence, the concept of edge cloud is born. 

Edge cloud is an extension of cloud computing. It can 

reduce processing time of business and meet the 

requirements of field computing. Base on the edge cloud, 

the local delay sensitive tasks can be implemented and 

processed, so as to form a distributed cloud architecture 

with the central cloud [3]. Fig. 1 shows the framework 

structure of edge cloud collaboration. Fig. 2 shows the 

architecture of the edge cloud. 

 
Fig.1 The framework of edge cloud collaboration 

 

Fig. 2  The architecture of the edge cloud 

However, since the edge cloud computing capability is 

relatively limited and it usually handles high concurrency 

delay-sensitive tasks, the unbalanced resource allocation 

strategy will cause node instability. Some studies have 

attempted to address these issues, but they are still based 

on the cloud computing paradigm. Reference [4] 

proposed a relaxed ant colony algorithm to reduce the 

consumption of task scheduling. Reference [5] proposed 

the mapping allocation strategy between tasks and virtual 

machines and optimized the mapping problem between 

them. Reference [6] referred to the paradigm of cloud 

computing, proposed a multi-task scheduling algorithm 

based on delay to improve the requirements of mobile 
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cloud computing. Reference [7] proposed a task 

scheduling method based on the improved chaotic bat 

algorithm to reduce the terminal energy consumption. 

To sum up, the above research is still the research of 

cloud computing mode, which solves the problems of 

edge devices or the problem of the cloud center. without 

unloading the task to the edge server and considering the 

optimization of edge cluster. In this paper, a balanced 

resource scheduling policy is established under edge 

cluster. The main contributions are as follows. 

(1) Established an adaptive resource scheduling model 

(CRPSO model) based on chaotic gene replication, and 

propose the concept of gene replication ratio. 

(2) Theoretical verification of CRPSO model based on 

pattern theory. 

(3) The multi-dimensional comparison experiment 

shows that the CRPSO model proposed in this paper can 

optimize the load balancing capability of edge nodes and 

maintain the stable long-term service operation of the 

cluster. 

2.  RELATED WORK 

At present, some studies have considered the edge cloud 

environment. Reference [8] designed a task scheduling 

scheme based on game theory to reduce the energy 

consumption and computing cost of the central cloud. 

Reference [9] proposed a three-stage task completion 

time minimization model (FC-SDES model), and 

considered the total time of task placement and task 

scheduling, and finally studied the maximum task 

completion time in the FC-SDES model. Reference [10] 

converted the computing resources of edge servers 

according to the remaining completion time of tasks, so 

as to shorten the completion time of tasks and improve 

the unloading efficiency of the task. Reference [11] 

proposed an optimal resource management strategy to 

minimize the energy consumption of mobile devices in 

order to control the proportion of tasks beyond the delay 

constraint, but this model did not consider the computing 

resource constraints of edge devices. Reference [12] 

based on the improved grey Wolf optimization algorithm 

and its excellent global search ability, the problem of task 

scheduling efficiency and local optimal solution are 

solved. To sum up, the above studies have considered the 

interaction between the edge cloud nodes, but only the 

delay problem of the edge cloud environment is 

considered, and the load balancing and green energy 

saving problems of the edge cloud are not considered. 

The load balancing of the cluster can ensure the long-

term stability and computing efficiency of the edge nodes. 

This paper considers the edge cloud multi-objective 

resource optimization method, based on the edge cloud 

characteristics of short delay, to achieve green resource 

scheduling.  

3.  CRPSO MODEL OF RESOURCES 

ALLOCATION 

The experiment in this paper refers to the initial 

constraints of cloud computing task scheduling model. 

Considering a set of cloud tasks is C, C={c1  , c2  , ⋯ , cn} . 
Given a set of compute nodes is N, N={v1  , v2  , ⋯ , vm}.  The 

distribution relationship between cloud tasks and nodes 

is shown in formula (1). 

D=[

𝑑11 𝑑12 ⋯ 𝑑1𝑛
𝑑21 𝑑22 ⋯ 𝑑2𝑛
⋮ ⋮ ⋱ ⋮

𝑑𝑚1 𝑑𝑚2 ⋯ 𝑑𝑚𝑛

]      (1) 

Each element 𝑑𝑖𝑗  of matrix D represents whether a cloud 

task 𝑐𝑖  is placed on the node 𝑣𝑗  with 0 or 1, and the 

constraint conditions such as formula (2) are obtained. 

dij= { 
1  ci is placed on the vj

0  ci  is not placed on the vj
    (2) 

Multiple computing resources in a node, denoted by 

𝑟𝑘 , 𝑣𝑗 has an upper limit of  𝐿𝑗𝑘. The computing resource 

requirement for each cloud task is 𝑐𝑖𝑘. According to the 

resource constraints of the compute node, assuming that 

the cloud task 𝑐𝑖  is placed on the 𝑣𝑗 . the constraint 

conditions of formula (3) can be obtained. 

∑ 𝑑𝑖𝑗𝑐𝑖𝑘
𝑁
𝑖=1 ≤ 𝐿𝑗𝑘          (3) 

The current utilization of  𝑟𝑘 is  𝑢𝑗𝑘. The utilization rate 

is calculated as shown in formula (4). 

𝑢𝑗𝑘 =
∑ 𝑐𝑖𝑘𝑖=1

𝐿𝑗𝑘
           (4) 

In this paper, standard deviation is used to measure the 

dispersion degree of a variable in the sample, that is, the 

standard deviation is minimized. Then the current load 

balancing degree B of the cluster is defined in formula 

(5). 

B=∑ (∑ √(ujk
 - u̅k)

2

m-1

m
j=1 )k=1       (5) 

In formula (5), �̅�𝑘 indicates the average utilization of 𝑟𝑘 

in the cluster. The implication of this formula is that the 

sum of standard deviations of different resources in the 

cluster is the smallest. Indicator B is effective because it 

is minimized only if the standard deviation of utilization 

of all resources is at a small level. Then, the objective 

function is transformed into formula (6). 

min(B)=min(∑ (∑ √(ujk
 - u̅k)

2

m-1

m
j=1 )k=1 )    (6) 

Now, the description of the problem is changed to: find a 

distribution scheme D to minimize the load balancing 

degree B of the whole cluster. Its formulas are described 

as formula (7) -formula (8). 

𝑚𝑖𝑛(f (D)) = argmin(B)
D

= 

𝑚𝑖𝑛(∑ (∑ √(𝑢𝑗𝑘
 − �̅�𝑘)

2

𝑚−1

m
j=1 )k=1 )     (7) 

s.t.

{
 
 

 
 

∑ dijcik
N
i=1 ≤Ljk

∑ dij
M
j=1 =1

dij= {
1  ci is placed on the vj

0  ci is not placed on the vj

   (8) 

In the traditional particle swarm optimization (PSO) 
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algorithm [13]-[14], the individual particle updates its 

position and velocity according to the global optimal 

particle in the current population and the historical 

optimal position of the current particle. After several 

iterations, the global optimal solution of the problem 

is obtained. The speed update and the position update 

formula are as shown in formula (9)- formula (10). 

v(t+1)=ωv(t)+c1r1(pbest-x(t))+c2r2(gbest-x(t)) (9) 

x(t+1)=x(t)+v(t+1)        (10) 

Here, gbest is the global optimal particle, pbest is the 

iterative optimal particle, and ω is the inertia weight, c1 

is the social acceleration factor, and c2 is the cognitive 

acceleration factor. v(t+1) is the velocity of the particle 

at the next moment, and x(t+1) is the position of the 

particle at the next moment. 

Based on discrete particle swarm optimization (DPSO 

model) [15]-[16], CRPSO model is proposed in this 

paper. 

The extreme sensitivity of chaos indicates that a small 

deviation of the initial conditions of the nonlinear 

iterative process can lead to huge fluctuations in the 

iterative process, and a short number of iterations can 

produce a huge difference in the value of the expression 

[17]. The definition is: f:Rn→Rn is a self map on the set 

Rn, Here, n is the number of cloud tasks, marking the size 

of the solution space of the load balancing problem. If the 

f(Rn) ⊂ En , the subset 𝐸𝑛  is the invariant set of  𝐸𝑛 . 

Obviously, the orbital of  𝑥 falls int𝑅𝑛o. 𝑥⊂𝐸𝑛. For any 

two points: 𝑥1 and 𝑥2 ,they are in the set 𝐸𝑛, the distance 

between the two points satisfies that 𝑑(𝑥1, 𝑥2) < δ, there 

is always a positive number exists, assuming it is 𝑑0. The 

limit of 𝑑(𝑥1, 𝑥2) is as shown in formula (11). 

lim
n→∞

d(𝑓𝑛  (𝑥1) , 𝑓
𝑛  (𝑥2))≥d0      (11) 

This indicates that any neighborhood of any point in the 

iteration space can always reach the neighborhood of 

other point after sufficient iterations. In this model, a 

series of new solutions which are far away from the 

current solution vector can be quickly obtained by 

chaotic iteration, and these new solutions are widely 

distributed. 

From the point of view of particle swarm optimization 

algorithm, by generating Logistics chaotic sequence and 

selecting new solutions in it, the search for global optimal 

solution can be carried out in a larger scope while taking 

into account the current search area. In the practical 

application of the algorithm, in the process of each 

iteration, a certain length of chaotic sequence is 

generated according to the optimal solution vector for 

further search, so as to generate new solutions to optimize 

the search process of the solution space. 

According to formula (11), an iteration sequence can be 

generated, as shown in formula (12). 

𝑋 = {𝑥0  , 𝑥1  ,  ⋯  , 𝑥𝑛}        (12) 

Because of the topological transitive nature of chaotic 

mapping, its iterative orbits are dense everywhere in the 

solution space. That is, for any two points such, as 𝑥1 and 

𝑥2  in the set E and their respective neighborhoods U1 

and U2, there exists a sufficiently large n to produce 

formula (13). 

f
n(U1)∩U2≠⌀        (13) 

This shows that for particle swarm optimization 

algorithm, adding chaotic search step can walk to any 

point in the solution space within a certain number of 

times of search, thus can effectively avoid the local 

optimal solution. 

At the end of each iteration, the CRPSO model will 

generate a chaotic sequence based on 𝑔𝑏𝑒𝑠𝑡 particle. The 

particle with the highest fitness is selected from the 

sequence and compared with the historical optimal 

particle to obtain the current optimal particle. 

Algorithm : chaotic hierarchical gene Replication 

model construction algorithm 

Step1: Initialize the population, given the population 

partition threshold are 𝜃1, 𝜃2. 
Step2: The fitness of each particle in the population is 

calculated, and the optimal individual is found in the 
initial population as the initial state of the historical 

optimal individual (𝑔𝑏𝑒𝑠𝑡) , and an individual is 

randomly selected as the initial state of the iterative 

optimal particle (𝑝𝑏𝑒𝑠𝑡). 
1.  while 𝑡 < 𝑀𝐴𝑋𝐼𝑇𝐸𝑅𝐴𝑇𝐼𝑂𝑁:  
2.     Sort(particls,key=fitness); 

3.     for i in particles： 

4.          Step3: Update the velocity of particle[i]. 

5.          Step4: Update the coordinates of particle[i]. 

6.        𝐢𝐟  𝑖 > 𝜃2: 

7.           𝑝𝑒𝑟𝑓𝑜𝑟𝑚 𝜎(𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 [𝑖] ,   𝑔𝑏𝑒𝑠𝑡); 

8.        else if i>θ1∧i<θ2: 

9.           𝑝𝑒𝑟𝑓𝑜𝑟𝑚 𝜎(𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 [𝑖] ,   𝑝𝑏𝑒𝑠𝑡); 
10.       𝐞𝐥𝐬𝐞 

11.          𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑒; 

12.       𝑛𝑒𝑤𝑠𝑆𝑒𝑟𝑖𝑒𝑠 =
             𝑔𝑒𝑡𝐶ℎ𝑎𝑜𝑠𝑆𝑒𝑟𝑖𝑒𝑠(𝑔𝑏𝑒𝑠𝑡. 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛);  
13.       𝑐𝑔𝑏𝑒𝑠𝑡 = 𝑓𝑖𝑛𝑑_𝑏𝑒𝑠𝑡(𝑛𝑒𝑤𝑠𝑆𝑒𝑟𝑖𝑒𝑠); 
14.       𝐢𝐟 𝑐𝑔𝑏𝑒𝑠𝑡. 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 >  𝑔𝑏𝑒𝑠𝑡. 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 
15.          𝑝𝑏𝑒𝑠𝑡 =  𝑐𝑔𝑏𝑒𝑠𝑡; 
16.       𝐢𝐟 𝑝𝑏𝑒𝑠𝑡 > 𝑔𝑏𝑒𝑠𝑡 
17.          gbest=pbest; 
18.  output: gbest;   

Step 1: Initialize the population  and given the population 

partition threshold 𝜃1, 𝜃2 ; Step2(1-17): Construction 

method of CRPSO model, According to the threshold 

value of particle , whether the current particle is the 

global optimal solution is determined; Step3- Step4(4-

17): These two steps represent an operation to update the 

velocity and coordinates of particle; According to the 

judgment that the updated information of particle and it 

is added to the chaotic sequence (12-17), whether the 

particle is the global optimal solution is determined. 

4. RESULTS AND ANALYSIS 

The environment in this experiment is aimed at the small-

scale cluster characteristics of the edge cloud. The 

physical host model is Intel(R) Core(TM) I7-9700 

@3.00GHZ, 4 Core CPU, 32G memory. Moreover, 

CentOS 7 Linux virtual operating system is installed 

inside the physical machine, and the Kubernetes cluster 
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environment is configured in the virtual machine. The 

node range is set to 3-7 nodes (1 master node and the rest 

are slave nodes). The hardware configuration 

information is shown in Table 1. The specific verification 

index includes five aspects: algorithm fitness, 

convergence speed, CPU variance, memory variance, 

and total resource variance. 

Table. 1  The hardware configuration information 

Node CPU Memory 

master  2 Core 3072 MB  

worker  2 Core 2560 MB 

In the experiment, five data sets of different sizes were 

set, as shown in Table 2. The data set was selected from 

random tasks automatically generated by the Kubernetes .     

DPSO (discrete particle swarm optimization), CPSO 

(chaos optimization particle swarm optimization), ACO 

algorithm (ant colony algorithm) [18]-[19] and GA 

algorithm (genetic algorithm) [20] are selected as the 

comparison algorithm. 

Table. 2  Mapping between data set numbers and tasks 

Number of the data set Information for each data set 

1 3 node——12 tasks 

2 4 node——18 tasks 

3 5 node——20 tasks 

4 6 node——24 tasks 

5 7 node——28 tasks 

4.1. Efficiency analysis of   CRPSO model  

The results of each algorithm are shown in Fig. 3 . The 

number of iterations for each algorithm is 300, where the 

horizontal axis of the stack diagram represents the 

number of the data set, and the vertical axis represents the 

fitness fluctuation of each algorithm with the increase 

solution space. 

 

Fig. 3   The fitness of each algorithm with the increase solution 

space 

As shown in Fig. 3, CRPSO algorithm has the highest 

performance among all algorithms, showing leading 

advantages in data sets of different sizes. The 

performance of CPSO algorithm lags behind DPSO 

algorithm when the data set size is small, and gradually 

exceeds DPSO algorithm as the data set size increases. 

The performance of ACO algorithm and GA algorithm is 

lower than the above three algorithms, because they are 

easy to fall into the local optimal solution, and GA 

algorithm is easy to lose the good solution due to the 

destruction of crossover operator. 

Next, the number 2 data set was selected (4 nodes were 

placed with 18 tasks), and the above 5 algorithms were 

repeated for 200 times, and then the different quantiles 

were calculated and the boxplot was drawn. The ordinate 

indicates the load balance degree. Shown as in Fig. 4. 

 

Fig. 4   The load balancing results of each algorithm in the same 

solution space 

Fig.4 shows that the load balance of the solution obtained 

by CRPSO algorithm is much higher than that of the 

other four algorithms under the number 2 dataset, 

indicating that CRPSO shows leading performance under 

this problem. The upper and lower limits of the boxplot 

corresponding to the CRPSO algorithm are shorter than 

the other four algorithms, which indicates that the 

stability of the CRPSO algorithm is also good. Among 

them, the performance and stability of CPSO algorithm 

and DPSO algorithm are approximately the same in this 

solution space, because their search ability is sufficient to 

solve problems of this scale. The performance of GA 

algorithm and ACO algorithm is similar, but the stability 

of GA algorithm is very poor, because the crossover 

operator and mutation operator are easy to destroy the 

good structure of the solution without optimization, 

while ACO algorithm is easy to fall into the local optimal 

solution. 

Next, a further comparison is made based on the average 

fitness and standard deviation of each algorithm. Shown 

as in Fig. 5. 

 

Fig. 5   The average fitness and standard deviation of each 

algorithm 
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It can be seen from Fig.5 that the average fitness level of 

CRPSO is much higher than the other four algorithms, 

which indicates that the optimal solution of CRPSO 

algorithm is better than the other four algorithms, and the 

convergence speed is fast, because in the iteration, the 

fitness of the algorithm is at a high level. However, 

although CRPSO algorithm has a low fitness at the 

beginning of iteration, it has a large standard 

deviation.But the speed of finding the high fitness region 

is very fast, which indicates that the efficiency of the 

algorithm to jump out of the local optimal solution is very 

high.  

The low standard deviation of CPSO, DPSO, GA  and 

ACO algorithm indicates that they are trapped in the local 

optimal solution.Because CPSO algorithm cannot retain 

good individuals, the randomness of search is large.The 

search scope of DPSO algorithm is limited and 

randomness is large, so the overall mean fitness is 

relatively small.GA algorithm has the characteristic of 

fast convergence, and it is difficult to find the optimal 

solution for this problem effectively.ACO algorithm also 

has the characteristics of fast convergence, so it is 

difficult to jump out of the local optimal solution. 

As can be seen from Fig. 6, CRPSO algorithm has found 

the optimal solution when the iteration reaches half of the 

maximum number of iterations. A longer box body 

means that the local optimal solution has been jumped 

out, so that the fitness difference between the early and 

late iterations is large. The DPSO and ACO algorithms 

fall into the local optimal. Although CPSO has a wide 

search range, it is difficult to retain excellent individuals, 

so the overall fitness is low. GA also fails to jump out of 

the local optimal solution because it is easy to destroy 

excellent individuals. 

 

Fig. 6   The Boxplot of standard deviation fitness of each 

algorithm 

4.2. Analysis of resource allocation results  of  

CRPSO model in edge cluster 

This paper selects Kubernetes as the edge cloud platform. 

Next, the CRPSO algorithm is connected to the 

Kubernetes cluster, and the number 2 data set is selected 

to carry out five groups of experiments. In this scenario, 

the number of feasible solutions in each group is 418, that 

is, the number of solutions conforms to the edge cloud 

high concurrent task solving scenario. In each experiment, 

CRPSO model deployment container group and 

Kubernetes automatic deployment container group were 

used for two comparison experiments respectively. The 

resource requests are shown in Table 3. 

Table. 3   Mapping between data set numbers and tasks 

 
By comparison, the variance of CPU and memory are 

shown in Fig.7 and Fig. 8. 

 

Fig. 7 The variance of CPU in number 2 data set  

 

Fig. 8 The variance of memory in number 2 data set 

According to Fig. 7 and Fig. 8, under the same conditions, 

CRPSO algorithm can achieve container group 

scheduling in a more balanced manner. In the third 

experiment, due to the increase of task resource requests 

on each node, the results of CPU and memory of 

Kubernetes automatic deployment showed large 

fluctuations between the proposed algorithm and 

Kubernetes automatic deployment. The resource 

variance of the proposed algorithm is still lower than that 

of the latter. Kubernetes internal scheduling algorithm is 

more based on the local optimal algorithm to implement 

resource scheduling. When a sudden large task request 

occurs, the task is processed according to the order of the 

request queue. As a result, the resource usage of a node 

is high and the CPU and memory variance is large, which 

is not good for the long-term and stable operation of the 

node. 



The 7th International Workshop on Advanced Computational Intelligence and Intelligent Informatics (IWACIII2021) 

Beijing, China, Oct.31-Nov.3, 2021 

 

6 

Next, the total variance of each resource in the 

experiment was observed. Shown in Fig.9. 

 

Fig. 9 The total resource variance in number 2 data set 

As shown in Fig. 9, the total variances of two times of 

CPU and memory of CRPSO model in each group of 

experiments are significantly lower than those of 

Kubernetes, and the total variances of this model are 

close to each other in each deployment. After calculation, 

the CRPSO model can improve the total variance of 

resources by 69.74%. Therefore, the operation results are 

stable. 

5. CONCLUSION 

In this paper, a CRPSO adaptive model is proposed based 

on the edge cloud task request and Kubernetes cluster 

environment characteristics. Combining with chaotic 

sequence generation theory, the fitness and load 

balancing results of CRPSO model are obtained by 

designing the scene of increasing solution space. 

Experiments show that this model has obvious 

advantages over the comparison algorithm in terms of 

fitness, and the convergence rate of this model remains 

optimal even if the solution space is set to be exponential. 

Through the multi-objective solution operation, 

compared with the Kubernetes automatic deployment 

algorithm, the proposed model can improve the total 

variance of CPU and memory resources by 69.74%. In 

this paper, the statistical method of experimental results 

is manual, but the code of automatic statistical results has 

been written. In the future, this method will be applied to 

improve the experimental efficiency. 
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