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Sign language recognition aims to recognize meaning-
ful hand movements. In order to solve the problem
of low recognition accuracy during the process of sign
language recognition, a dynamic sign language recog-
nition method based on improved Residual-LSTM
network is proposed. There are two main innovations
in this paper. Firstly, the residual learning mechanis-
m and channel attention mechanism are introduced to
improve the convolutional neural network. The im-
proved network can effectively extract enough image
information and enhance the ability of spatial feature
extraction. Secondly, the long-term and short-term
memory network is introduced to extract the tempo-
ral features of image sequences while reducing the
amount of calculation. In addition, YOLO network
is used for hand detection, which greatly reduces the
amount of network calculation. The experiment is car-
ried out on SLR data set and the recognition accuracy
is 91.2%. The results show that this method can rec-
ognize the dynamic sign language accurately.

Keywords: dynamic sign language recognition, comput-
er vision, image processing, deep neural network

1. Introduction

Millions of hearing-impaired people around the world
use sign language to communicate. However, due to the
lack of systematic learning of sign language, it is diffi-
cult for many people to communicate with deaf mutes.
In order to help the deaf and dumb people communicate
normally in their daily life, it is very important and mean-
ingful to study the dynamic sign language recognition al-
gorithm.

In recent years, with the development of human-
computer interaction, many researchers turn their atten-
tion to sign language recognition, which makes sign lan-
guage recognition get some applications[1]-[3]. Accord-
ing to the different input methods, the existing sign lan-
guage recognition methods are mainly divided into wear-
able sensor based system and vision based system. A-
mong the two systems, vision-based system has the char-
acteristics of flexibility, scalability and low cost, which
is currently popular in the research of gesture interaction
technology. Because sign language is constructed by a se-

ries of actions and includes fast actions with similar char-
acteristics, static sign language recognition is difficult to
deal with the complexity and large changes of vocabulary
set in manual actions. Therefore, the research of dynamic
sign language recognition is a more effective method to
solve related problems. This paper is aimed to study dy-
namic sign language recognition based on vision system.

According to different feature extraction methods, dy-
namic sign language recognition can be divided into non
deep learning method and deep learning method. Many
researchers use non deep learning methods for sign lan-
guage recognition. For example: Yang et al. [4] use
Kinect to collect multi-modal sign language data and used
the Hidden Markov Model(HMM) for time series model-
ing; Yang et al. [5] propose a hierarchical construction
algorithm, combined with HMM, to dynamically divide
and recognize sign language words; Jangyodsuk et al. [6]
first extract the Histogram of Oriented Gradient(HOG)
features and trajectory features from sign language data,
and then use the Dynamic Time Warping(DTW) model-
ing to analyze features; Jiang et al. [7] propose the appli-
cation of dictionary learning and sparse representation in
sign language recognition. Besides, many researchers use
deep learning methods for sign language recognition in
the recent years. For example, Barros et al. [8] construct
a multi-channel convolutional neural network(CNN) net-
work; Pigou et al. [9] also achieve sign language feature
extraction through CNN network; Huang et al. [10] de-
sign a multi-channel 3D-CNN network; Wu et al. [11]
use Deep Belief Network (DBN) to process trajectory
information, and 3D-CNN to process color images and
depth information; Pigou et al. [12] use the improved 3D-
CNN to extract sample features and construct bidirection-
al Long Short-Term Memory(LSTM) network to classify
gesture; Huang et al. [13] build a multi-layer attention de-
coding network. However, due to the complexity of hand
shapes and motion changes, the time sequence modeling
process of sign language recognition task is complicate,
and the amount of data of sign language recognition task
is large. The current dynamic sign language recognition
methods still have the problem of low recognition accura-
cy.

A progressive method of dynamic sign language recog-
nition based on improved residual-LSTM network is pro-
posed in this paper. This method is divided into three
main parts. The first part is the hand positioning mod-
ule based on the framework of YOLO, the hand is lo-
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Fig. 1. Framework of our proposed method.

cated in the video frame to reduce the time and space
complexity of network computing. The second part is the
video sequence features extraction module, the improved
Residual-LSTM network extracts spatiotemporal features
from video sequences. The third part is dynamic sign lan-
guage recognition module. Through analyzing each video
feature vectors, the dynamic sign language could be rec-
ognized effectively.

The rest of the paper is organized as follows. Section
2 introduces our proposed method in detail. Experiments
and results analysis are in Section 3. The conclusion and
future work is summarized in Section 4.

2. Methodology

This section introduces the details of our proposed
method.

2.1. Method Overview
In order to recognize sign language gestures, a method

of dynamic sign language recognition based on video se-
quence is proposed, and its framework is shown in the
Fig. 1. This method is divided into three main parts.
The first part is the hand positioning module based on the
framework of YOLO, which is used to capture the posi-
tion information of the hand. Video frames are trained by
convolution layer for feature extraction. The ROI area of
the hand is obtained through the target detection network.
With the accurate information of hand position, the hand
region could be segmented from the background by cod-
ing algorithm. After that, the segmented video frames are
inputted into the next part for spatial feature extraction.
The second part is the video sequence features extraction
module, which performs the task of spatial feature extrac-
tion with inputting segmented video frames. Each video

feature vector will be provided to the third part for ana-
lyzing dynamic information of sign language. The third
part is dynamic sign language recognition module, which
can analyze long-term temporal dynamics and predict the
hand gesture label. Through analyzing each video feature
vectors, the frames label could be predicted. According to
the top label prediction scores, this label will be regard-
ed as the label of video sequence and be outputted as the
recognition result. Therefore, the dynamic sign language
could be recognized effectively.

2.2. Hand Detection Using YOLO
Hand detection is very important for image segmenta-

tion and subsequent recognition module. In order to ob-
tain the accurate information of hand position in frame
image, its essential to choose an excellent object detec-
tion algorithm. At present, deep learning target detection
algorithms can be divided into two categories: one is the
regression based target detection algorithm represented by
YOLOv3[14], such as SSD, YOLOv4[15], etc., the other
is the region recommendation based target detection algo-
rithm represented by Faster R-CNN, such as SSP, etc. A-
mong them, the first kind of target detection algorithm di-
rectly uses the detection network to generate the location
information and category of the target, and does not gen-
erate candidate regions, so it has higher detection speed
and meets the real-time requirements. The second algo-
rithm needs to generate candidate regions, which makes
the detection speed slow and does not meet the real-time
requirements. In gesture recognition, the accuracy and
speed of gesture recognition are required to be as high as
possible. Therefore, this paper selects YOLOv4 for hand
recognition, which can balance the recognition accuracy
and speed well. The framework of YOLO algorithm is
shown in Fig. 2.

As can be seen from Fig. 2, the YOLOv4 detection
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Fig. 2. YOLOv4 detection framework.

framework can be divided into three parts, including the
backbone network, neck and head. In order to detect the
hand position accurately and quickly, CSPDarknet53 is
used as the backbone network to extract the hand fea-
tures of the input image. CSPDarknet53 has five more
CSP modules than darknet53, the backbone network of Y-
OLOv3. The CSP module divides the feature mapping of
the basic layer into two parts, and then merges the cross
stage hierarchical structure to reduce the amount of cal-
culation and ensure the accuracy. In order to make the
prediction frame get larger receptive field and effectively
separate the salient features from the data, YOLOv4 adds
the SPP module after the CSPDarknet53 structure. SPP
structure can effectively increase the feature acceptance
range of the backbone network and significantly separate
the important feature information. YOLOv4 uses FPN +
PAN module as neck layer. Different from single FPN
in YOLOv3, YOLOv4 adds a bottom-up feature pyramid
after FPN, which contains two PAN structures. FPN lay-
er conveys strong semantic features from top to bottom,
while feature pyramid conveys strong positioning features
from bottom to top. The improved structure can be used
for parameter aggregation of different levels of detectors,
which further improves the ability of feature extraction,
thus enhancing the ability of hand detection. Finally, Y-
OLOv3 is used as the head of YOLOv4 architecture.

After obtaining the precise hand position, the hand can
be segmented from the background through the precise
coordinate points of the hand position in the video frame.
Therefore, using the YOLO framework to detect the hand,
we can get the accurate information of the segmentation
position from the background of the frame image.

2.3. Improved Residual-LSTM network
A residual-LSTM model for dynamic sign language

recognition based on video sequences is presented in this
paper. This method can accomplish video sequence fea-
tures extraction and learn spatiotemporal features. For
the dynamic sign language recognition, different sign lan-
guage gestures correspond to different videos with dif-
ferent labels. Therefore the hand gesture could be rec-
ognized by classifying the labels. Through extracting s-
patiotemporal feature of different videos and classifying
videos with different characteristics, this model can per-
fectly realize the various dynamic sign language including
complex hand gestures. To improve the recognition accu-

racy of dynamic sign language, the feature sequences are
analyzed by the long short-term memory units. After that,
the final features are classified by softmax function. The
network structure is shown in the Fig. 3.

2.3.1. Spatial Feature Extraction Unit
As shown in Fig. 3, the input image sequence first pass-

es through the spatial feature extraction network. The spa-
tial feature extraction module is composed of multi-layer
convolution layer. In order to avoid the gradient disap-
pearing in the training process and better extract the spa-
tial features of the image, the residual network structure
is adopted. The image is used as the input of the mod-
el through the two-dimensional channel of H ×W , where
H and W are the height and width respectively. Then,
2D convolutions are applied with a kernel size of 7× 7
on each channels separately. The 2× 2 down-sampling
is applied on each of the feature maps in the convolu-
tion layer, which leads to the same number of features
maps with a reduced spatial resolution. After that, the
residual network consists of four bottle blocks, and each
bottle block consists of three residual blocks. The short-
cut connections are inserted to the networks which could
be turned into counterpart residual version. The identity
shortcuts can be directly used when the input and output
are with the same dimensions. In the residual block, the
main branch uses three convolution layers. The first is the
convolution layer with convolution kernel size of 1× 1,
which can be used to compress the channel dimension.
The second is the convolution layer with convolution k-
ernel size of 3× 3. The third is convolution layer with
convolution kernel size of 1×1, which can be used to re-
store channel dimension.

Fig. 4. Structure of channel attention used in this paper.

Each bottle block contains three residual blocks, so
there are 37 convolution layers in the spatial feature ex-
traction unit. However, the output of convolution layer
does not consider the dependence on each channel. In
order to selectively enhance the maximum amount of in-
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Fig. 3. Structure of improved residual-LSTM network.

formation in the network, the channel attention mecha-
nism is added after the residual block to improve the net-
work. The structure of channel attention block is shown
in Fig. 4. In the Fig. 4, H is the height of input fea-
tures, W is the width of input features, C is the channel of
input features. In the attention block, global average pool-
ing is performed on the input features to get 1×1×C of
features. Then the feature dimension is reduced through
the full connection layer and the activation function layer.
The channel number is compressed first, and then recon-
structed back to the channel number. Finally, the obtained
features are input into sigmoid layer to generate attention
weights of 0 - 1 between channels. Finally, the features
are changed into input feature size through scale layer.

By introducing attention mechanism, we can make ful-
l use of the most informative features and suppress use-
less features. After the multiple layers of convolution and
channel attention layer, the input frame has been convert-
ed into a 512D feature vector capturing the spatial infor-
mation in the input frame. After 16 frames of input image
are processed, the feature vectors are then fed into an L-
STM network for temporal feature extraction.

2.3.2. Temporal Feature Extraction Unit
With the above steps, the spatial features of image se-

quence are extracted. Then LSTM is used to extract the
temporal features. LSTMs are an important part of deep
learning models to analyze long-term temporal dynamics
for human gesture recognition. Conceptually, the memo-
ry cell stores the past contexts, the input and output gates
allow the cell to store contexts for a long period of time.
Meanwhile, the memory in the cell can be cleared by the
forget gate. The structure of LSTM cell used in this paper
is shown in Fig. 5.

The following formulas are given, including an in-
put sequence x = {x1,x2, . . . ,xt}, the cell states c =

Fig. 5. Structure of LSTM cell used in this paper.

{c1,c2, . . . ,ct}, and the hidden states h = {h1,h2, . . . ,ht}.
The gates it , ft , ot and ct are the input gate, forget
gate,output gate, and memory cell activation vectors re-
spectively. The equations for a LSTM cell are as follows:

it = σ(wxixt +whiht−1 +bi), (1)

ft = σ(wx f xt +wh f ht−1 +b f ), (2)

C̃t = tanh(wCxt +wCht−1 +bC), (3)

ot = σ(wxoxt +whoht−1 +bo), (4)

ct = ftct−1 + itC̃t , (5)
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ht = ottanh(ct), (6)

where σ is sigmoid function, and tanh is the hyperbolic
tangent function. The forget gate ft decides when infor-
mation should be cleared from the memory cell ct . The
input gate it decides when new formation should be in-
corporated into the memory. The tanh layer C̃t generates
a candidate set of values which will be added to the mem-
ory cell if the input gate allows it. Referred to (5), based
on the output of the forget gate ft , input gate it and the
new candidate values C̃t , the memory cell ct is updated.
In (6), the output gate ot controls the status and mem-
ory information of the hidden state. Finally, the hidden
state is represented as a product between a function of
the memory cell state and the output gate. After that, the
final features are classified by soft-max. Therefore, the
Residual-LSTM network could obtain the full features of
the input video.

3. Experiment Result and Analysis

3.1. The Database
In order to prove that this method can recognize dy-

namic sign language effectively, we choose two dataset-
s for experiment. Oxford hand is used for hand detec-
tion experiment, and SLR data set is used for sign lan-
guage recognition experiment. More details about these
two datasets are as follows.

1) Oxford hand dataset
Oxford hand dataset[16] is collected and produced by

Oxford University. The dataset contains about 4170 high-
quality hand instances, and a total of 13050 hand in-
stances are annotated. When collecting data, there were
no restrictions on the posture or visibility of people, nor
on the environment. In each image, all hands that can be
clearly perceived by humans are annotated by rectangu-
lar boxes. Some examples of the Oxford hand dataset are
shown in the Fig. 6.

Fig. 6. Examples of the Oxford hand dataset

2) SLR dataset
The Chinese sign language recognition data set[17] was

collected and produced by the University of science and
technology of China. The isolated SLR dataset contains
500 Chinese sign words. Each sign video is performed by
50 signers with 5 times. Since, there are 250 instances for
each sign word. The isolated SLR dataset contains 125K

labeled video instances and every video instance is an-
notated by a professional Chinese sign language teacher.
Some examples of the SLR dataset are shown in the Fig.
7.

Fig. 7. Examples of the SLR dataset

3.2. Network Training
Firstly, yolov4 network is pre-trained with marked Ox-

ford hand dataset. After that, opencv is used to divide the
video into several frames, and some useless frames are re-
moved. Then, the pre-trained yolov4 network is used to
detect the hand of the selected frames. The hand region-
s in the video frames are preserved by image clipping.
Next, the frames with hand areas are input into the im-
proved residual-LSTM model for training. When training
the model, the batch size is set to 16. The stochastic gra-
dient descent (SGD) algorithm is employed for weights
update with the initial learning rate lr = 1e− 4, momen-
tum m = 0.9 and weight decay wd = 1e − 5. The im-
proved residual-LSTM model is implemented based on
the deep learning platform Pytorch, the GPU is NVIDIA
GTX1080Ti with 11 GB of memory.

After the experimental parameters are set, the im-
proved residual-LSTM model is training for the dynam-
ic sign language recognition, which mainly can extrac-
t spatiotemporal features from the input videos for ana-
lyzing temporal dynamics to predict the hand gesture la-
bel. To evaluate the performance of the model for dynam-
ic sign language recognition, the recognition accuracy is
employed as the criterion. The calculation formula of ac-
curacy is shown in the (7).

Accuracy =
T P+T N

T P+T N +FP+FN
, (7)

where TP(True Positive) is the number of positive cas-
es that are correctly classified, TN(True Negative) is the
number of negative cases that are correctly classified, F-
P(False Positive) is the number of positive cases that are
not correctly classified, FN(False Negative) is the number
of negative cases that are not correctly classified.

3.3. Result and Analysis
After training, the training accuracy of the network on

500 classes of the SLR dataset is 0.998, and the test accu-
racy is 0.912. Here we compared the proposed method
with some other models for sign language recognition.
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All the compared models are trained on the SLR dataset-
s. The comparison of dynamic sign language recognition
results are shown in Table. 1.

Table 1. A Comparison of our method with the other meth-
ods on the SLR database.

Methods Accuracy
BLSTM[18] 0.566

HMM-DTC[19] 0.652
DNN[20] 0.658
C3D[21] 0.735

CNN-LSTM 0.832
3DResNet 0.921

Ours 0.912

From the Table 1, we can see that our method
can achieve better performance (0.912) than only us-
ing BLSTM network (0.566), HMM-DTC (0.652),
DNN network(0.658), C3D network(0.735) and CNN-
LSTM(0.832). Our method achieves a competitive accu-
racy compared with 3DResNet(0.921). The comparison
results show that the proposed method can recognize the
dynamic sign language accurately.

4. Conclusions

In this paper, we propose a model for the task of
dynamic sign language recognition based on improved
Residual-LSTM network. The image sequences obtained
after hand detection can reduce the amount of calculation
and time complexity of the network. By analyzing the
image sequences, the proposed model could effectively
recognize different hand gestures with extracting video s-
patiotemporal features and analyzing features sequence.
With our model, it could get a good performance on sign
language recognition. In the experimental result on SLR
dataset, different sign language could be accurately dis-
tinguished. The experimental results demonstrate that our
proposed method improves accuracy in dynamic sign lan-
guage recognition.

In future work, the sign sentence recognition for real
world video in complex environment will be considered
for further research, and the information of bone points
will be introduced and combined with the existing work to
carry out the task of dynamic sign language recognition.
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