The game-based control system (GBCS), which is a cross between control theory and game theory, was established to investigate objects driven by the external input and their own interests. This paper studies a special type of GBCSs with rational players, open-loop Nash equilibrium of which is unique under any given initial state and macro-regulation. To make low-level micro-followers “better” by resorting to macro-regulation, two kinds of regulation on Nash Equilibriums are discussed under Pareto and Kaldor-Hicks criteria, respectively. By resorting to macro-regulation, one occurs the Pareto improvement on Nash Equilibriums, the other achieves the potential Pareto improvement while generating the optimal action profile, both of which reduce the inconsistency between individual and collective rationality. Some conditions are given to determine the solvability of corresponding regulation problems on Nash Equilibriums.
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1. Introduction

In 2005, to drive fundamental scientific researches, Science listed a series of most important questions of the 21st century [9], in which the evolution of cooperative behaviors was contained [16]. However, as the other side of the coin, the noncooperation is always with the cooperation, both of which are ubiquitous. In non-cooperative game theory involving two or more players, the Nash equilibrium is a stable strategy profile. However, from a holistic perspective, it is possible that Nash equilibrium is not optimal, because of the inconsistency between individual and collective rationality. In prisoner’s dilemma the Nash equilibrium is mutual defection, the self-interested strategy profile, rather than cooperation that is Pareto efficient [7, 13].

It has been working on how to achieve the consistency between individual and collective rationality for years, for example, repeated games [2, 11, 15, 18]. An another widely accepted and effective mechanism is to introduce a third party [5, 6], for example, the government closing some roads in Braess’ paradox to achieve the improvement on Nash Equilibriums. In social or economic even biological systems, hierarchical structures like that in Braess’ paradox can be found everywhere, such as, the network security [1], the smart grid [17]. A hierarchical structure consists of two levels at least, in which the decision sequence and the asymmetric information are contained. Roughly speaking, the players in the low-level are followers, following the decision preannounced by the high-level regulator or leader, which can be regarded as the third party. In fact, the third party serve primary players and there are at least two kinds of principle for the third party to govern. One is the Pareto efficiency, the other is the Kaldor-Hicks efficiency. The former aims to reach a the Pareto optimal (or efficient) strategy profile, at which no alternative strategy profile that would make some people better off without making anyone worse off. The latter pursues minimum costs or maximum profits of the whole, which is the potential Pareto optimum. Because redistributing suitably the costs or profits of the whole under the Kaldor-Hicks criterion is able to reduce everyone’s costs or improve everyone’s profits, which is a Pareto improvement.

The game theory established by J. Neumann and O. Morgenstern is static [14], then it is generalized to the differential games, which is dynamic [3, 8]. Differential games have intimate connection with the control theory, especially, optimal control [3]. In the traditional control theory, control objects usually are machines, which are driven by physical laws and passively accept control input. However, when objects are agents with intelligence, they are not always passive to be controlled, since it is possible that objects’ interests have an effect on their behaviors.

To apply the control theory into systems with intelligent agents, it is necessary to introduce the game theory into it. Game-based control systems (GBCSs), which were first attempted to discuss in [10, 12], were established recently by crossing the differential game theory and the control theory [20]. GBCSs are hierarchical, however, compared with Stackelberg games, the leader or the macro-regulator in the high-level of GBCSs has an intention, which could be minimum own payoff, controllability, observability, and so on. In other words, the regulator does not participate in but control the low-level game con-
taining low-level micro-followers, which makes GBCSs more general than Stackelberg games. Until now, controllability of the macro-regulator has been investigated widely. Controllability on states was discussed in [20], then these obtained achievements are generalized to the controllability on macro-states [22] and stochastic GBCSs [21, 23]. Observability and controllability on Nash Equilibriums of GBCSs are discussed, under which Nash Equilibrium of microcosmic agents can be identified by the macro-regulator via outputs and Nash Equilibriums can be control from one to another, respectively [19].

For GBCSs, followers’ actions constitute Nash Equilibriums under the given initial state and the decision pronounced by the regulator. However, it is possible that the Nash equilibrium derived from the initial state is not Pareto or Kaldor-Hicks efficient, so it is necessary to regulate and improve Nash Equilibriums. In this paper, we investigate GBCSs with individually rational players. Under the management of the regulator, low-level micro-followers can reach to a new Nash equilibrium, which is a Pareto improvement or Kaldor-Hicks efficient compared with the Nash equilibrium generating by the original linear quadratic differential game without the third party. The main contributions of this paper are as follows. Under the Pareto and Kaldor-Hicks criterion, this paper gives some necessary and sufficient conditions to reduce the inconsistency between individual and collective rationality by macro-regulation.

The remainder of this paper is organized as follows. Section 2 introduces the GBCS and some related concepts and necessary assumptions. Section 3 contains our main results, following by a brief conclusion in section 4.

2. Game-Based Control Systems

In this part, we give some necessary preliminaries, which will be used later. First, some notations are listed. The transposition, the rank and the image (column) space of matrix $M$ are denoted as $M^{\top}$, Rank($M$), Im($M$), respectively. Matrix $I_n \in \mathbb{R}^{n\times n}$ is the identity matrix, and $0_{n \times m} \in \mathbb{R}^{n \times m}$ ($0_n \in \mathbb{R}^n$) is zero matrix (zero column vector), subscripts of which will be omitted if no confusion is caused.

A GBCS with one macro-regulator and two micro-followers can be described as follows [20]:

$$
\dot{x}(t) = Ax(t)^{\top} + Bu(t) + B_1 u_1(t) + B_2 u_2(t)
$$

(1)

$$
J_i = \frac{1}{2} x^{\top}(T)Q_i x(T) + \frac{1}{2} \int_0^T u_i(t)^{\top} R_i u_i(t)dt,
$$

(2)

where $x(t) = [x_1(t), x_1(t)^{\top}, x_2(t), x_2(t)^{\top}]^{\top} \in \mathbb{R}^n$, matrices $Q_{iT}$, $i = 1, 2$, are symmetric and $R_{ii}, i = 1, 2$, are positive definite. In this system, $x_1(t) \in \mathbb{R}^n$ and $u(t) \in \mathbb{R}^m$ are respectively the macro-state and the macro-regulation (control, decision or action) of the macro-regulator; $x_2(t) \in \mathbb{R}^n$ and $u_i(t) \in \mathbb{R}^m$ are respectively the $i$-th agent’s state and action. Moreover, matrices in (1)-(2) have appropriate dimensions and are known to the macro-regulator.

Next, we introduce the sequence of decision-making and the information structure of (1)-(2). The macro-regulator in the high-level announces its action $u(t), t \in [0, T]$ first, then agents in the low-level simultaneously adopt action $u_i(t), t \in [0, T]$ to minimize the cost function $J_i(\cdot), i = 1, 2$, respectively. And the definition on the Nash equilibrium is given as follows.

Definition 1: [3] Under given $u$ and $x_0$, $(u_1^*, u_2^*)$ is said to be a Nash equilibrium of (1)-(2), if $J_i(x_0, u, u_1^*, u_2^*) \leq J_i(x_0, u_1, u_1^*), i = 1, 2$, where $u_{i-1}^*$ is the opponent’s action of player $i$.

From the above definition, it can be seen that any player unilaterally breaking away from the Nash equilibrium does not decrease its own payoffs. Therefore, the rational player have no motivation to break away from the Nash equilibrium. In this paper, Nash Equilibriums to be discussed are open-loop [3]. That is to say, the information that player $i$ obtains in GBCS (1)-(2) is just the initial state $x(0)$ besides the model structure and the macro-regulation. To make the solution of (1) exist uniquely, admissible actions $u(t), u_i(t)$ are square integrable functions on $[0, T]$, which constitute corresponding admissible action sets.

For the $i$-th player, we construct a Hamiltonian $H_i$ as follows:

$$
H_i = x_1^{\top} Q_i x + u_1^{\top} R_i u_1 + \lambda_i^{\top} (Ax + Bu + \sum_{j=1}^2 B_j u_j).
$$

Suppose that $(u_1^*, u_2^*)$ is the Nash equilibrium of (1)-(2) under $u(t)$ and $x(0)$. Using the maximum principle, we have

$$
\begin{align*}
\dot{z}(t) &= \bar{A} z(t) + \bar{B} u(t), \\
u_1^* &= - R_{11}^{-1} B_1 \lambda_1(t), \\
u_2^* &= - R_{22}^{-1} B_2 \lambda_2(t), \\
x(0) &= x_0, \\
\lambda(T) &= \bar{Q} x(T)
\end{align*}
$$

(3)

where $z(t) = [x_1(t)^{\top}, \lambda_1(t)^{\top}, \lambda_2(t)^{\top}]^{\top}$, $\bar{B} = [B_1, 0_{2n \times m}]^{\top}$, $S = [S_1, S_2], S_1 = B_1 R_1^{-1} B_1^{\top}, P = -I_2 \otimes A^{\top}$ and

$$
\bar{A} = \begin{bmatrix} A & -S \\ 0 & P \end{bmatrix}.
$$

When $B = 0_{n \times m}$ or $u(t) \equiv 0_n$, literature [4] investigated Nash Equilibriums in (1)-(2) on the basis of the following assumption.

Assumption 1: [4] Riccati differential equation

$$
\begin{align*}
\dot{K}_i &= - A^{\top} K_i - K_i A + K_i S_i K_i, \\
K_i(T) &= \bar{Q} T
\end{align*}
$$

(4)

has a symmetric solution $K_i(t)$ on $[0, T], i = 1, 2$. When matrices $Q_{iT}, i = 1, 2$, are positive semidefinite, Riccati differential equation (4) always has a unique solution, which is symmetric [4]. Moreover, another assumption will be used in Section 3, which is listed as follows.

Assumption 2: Riccati differential equation

$$
\begin{align*}
\dot{K} &= - A^{\top} K - K A + K S^2 K, \\
K(T) &= \bar{Q} T
\end{align*}
$$

(5)
has a symmetric solution \( K(t) \) on \([0, T]\), where \( S^\mathcal{E} = S_1 + S_2 \) and \( Q_T^T = Q_{1T} + Q_{2T} \).

In this paper, we discuss the regulation of Nash Equilibriums in GBCSs (1)-(2) under the setting that (1)-(2) has a unique Nash equilibrium for any given initial state and admissible macro-regulation. Then we give a result on the uniqueness of Nash equilibrium based on the two-point boundary-value problem (3).

Lemma 1: [19] Under Assumption 1, the following three statements are equivalent.

1. For any given \( u(t) \) and \( x(0) \), GBCS (1)-(2) has a unique Nash equilibrium.

2. There exist \( u(t) \) and \( x(0) \), such that GBCS (1)-(2) has a unique Nash equilibrium.

3. Determinant \(|H_T| \neq 0\), where \( Q_T = [Q_{1T}^T, Q_{2T}^T]^T \) and \( H_T = [-Q_T, H_{2T}]e^{AT}[0_{2n \times n}, 0_{2n \times n}]^T \).

Partitioning matrices \( e^{AT} \) and \( e^{-AT} \) into blocks gets

\[
e^{AT} = \begin{bmatrix} \phi_{11}^T & \phi_{12}^T \\ \phi_{21}^T & \phi_{22}^T \end{bmatrix}, \quad \frac{e^{-AT}}{\phi_{11}^T} = \begin{bmatrix} \phi_{11}^{1-t} \\ \phi_{21}^{1-t} \end{bmatrix},
\]

where \( \phi_{11}, \phi_{12} \in \mathbb{R}^{n \times n} \). Obviously, \( \phi_{11} = \phi_{22} = 0 \), \( t \in [0, T] \). Therefore it can be found that under any given \( u(t) \) and \( x(0) \),

\[
\begin{align*}
x(t) &= \phi_{11}^1(x(0) + \int_0^t \phi_{11}^{1-t} Bu(t) d\tau + \phi_{12}^t \lambda(0)), \\
\lambda(t) &= \phi_{22}^t \lambda(0).
\end{align*}
\]

(7)

On the basis of \( \lambda(T) = Q_T x(T) \), we obtain

\[
H_T \lambda(0) = J_T x(0) + J_T \int_0^T \phi_{11}^{1-t} Bu(t) d\tau, \quad \ldots \ldots (8)
\]

where \( H_T = \phi_{22}^t - Q_T \phi_{12}^t \), \( J_T = Q_T \phi_{11}^t \). From (8), it can be found that

\[
\lambda(0) = H_J x(0) + H_J \int_0^T \phi_{11}^{1-t} Bu(t) d\tau, \quad \ldots \ldots (9)
\]

where \( H_J = H_{TT}^t J_T \).

Substituting (9) into (7) obtains the trajectory and the equilibrium of (1)-(2) as follows:

\[
\begin{align*}
x(t) &= W_t^1 x(0) + \int_0^t \phi_{11}^{1-t} Bu(t) d\tau \\
&\quad - \phi_{11}^t \int_0^t \phi_{11}^{1-t} Bu(t) d\tau, \\
\lambda(t) &= W_t^2 x(0) + \int_0^t \phi_{12}^{1-t} Bu(t) d\tau, \\
R_b \lambda(t) &= [u_1^t(t), u_2^t(t)],
\end{align*}
\]

where \( W_t^1 = \phi_{11}^t + \phi_{12}^t H_T, W_t^2 = \phi_{22}^t H_J, \)

\[
R_b = \begin{bmatrix} R_{11}^{-1} & 0 \\ 0 & R_{22}^{-1} B_2 \end{bmatrix}. \quad \ldots \ldots (11)
\]

Under Assumption 1 and \(|H_T| \neq 0\), the Nash equilibrium of (1)-(2) is uniquely determined by corresponding initial state \( x(0) = x_0 \) and control \( u(t) \) of the high level, \( t \in [0, T] \). Denote \( N_t(x_0, u(t)) \) the Nash equilibrium determined by \( x_0 \) and \( u(t) \) in (1)-(2).

3. Main Results

In this section, we discuss the regulation on Nash Equilibriums.

First, we consider the following differential game

\[
\dot{x}(t) = Ax(t) + \sum_{j=1}^2 B_j u_j(t) \quad \ldots \ldots (12)
\]

with cost functions \( J_i \) in (2). Under Assumption 1 and \(|H_T| \neq 0\), the Nash equilibrium of (12)-(2) is unique. According to (10), the Nash equilibrium of (12)-(2) satisfies

\[
\begin{align*}
u_1^t(t) &= -R_{11}^{-1} B_{11} e^{A^T t} H_1^1 x(0), \\
u_2^t(t) &= -R_{22}^{-1} B_{22} e^{A^T t} H_2^2 x(0),
\end{align*}
\]

where \( H_1 = [I_n, 0] H_1 \) and \( H_2^2 = [0, I_n] H_2 \). Denote \( N_t(x_0) \) the Nash equilibrium determined by \( x(0) = x_0 \) in (12)-(2).

By adding the term \( B u(t) \) on macro-regulation in (12), the third party is introduced. Under this, will the new Nash equilibrium (10) be better for every initial state? There are two evaluation criteria at least. One is Pareto efficiency, the other is Kaldor-Hicks efficiency. The former aims to reach a Pareto optimal (or efficient) strategy profile, at which no alternative strategy profile that would make some people better off without making anyone worse off. The latter pursues minimum costs or maximum profits of the whole, which is the potential Pareto optimum. Denote \( J_i(x_0, u(t), N_t(x_0, u(t))) \) (or \( J_i(x_0, u(t)) \)) and \( J_i(x_0, N_t(x_0)) \) (or \( J_i(x_0) \)) the cost of the player \( i \) in (1)-(2) and (12)-(2), respectively.

Based on (10), it can be seen that for any given initial state \( x(0) \) and high-level regulation \( u(t) \), (1)-(2) satisfies

\[
x(t) = W_t^1 x(0) + \int_0^t e^{A^t t} B u(t) d\tau. \quad \ldots \ldots (14)
\]

Thus the cost function \( J_i(x_0, u(t), N_t(x_0, u(t))) \) of (1)-(2) can be simplified into

\[
(\int_0^t e^{A^t t} B u(t) d\tau)^T Q_i^t x(0) + \int_0^t e^{A^t t} B u(t) d\tau
\]

where \( Q_i^t = (H_1^2)^T \int_0^t e^{A^t t} B R_i^{-1} B_1^t e^{A^t t} d\tau H_1^2 \). Specially, the cost function \( J_i(x_0, N_t(x_0)) \) of (12)-(2) can be reduced into

\[
(\int_0^t e^{A^t t} B u(t) d\tau)^T Q_i^t x(0)
\]

3.1 Pareto Criterion

We define the regulation on Nash Equilibriums as follows.

Definition 2: The regulation problem on Nash Equilibriums of (1)-(2) is solvable for \( x(0) = x_0 \) under the Pareto criterion, if there exists \( u(t) \), such that \( J_i(x_0, u(t), N_t(x_0, u(t))) \leq J_i(x_0, N_t(x_0)), i = 1, 2 \), with at least one of the inequalities being strict.

The regulation problem is said to be globally solvable under the Pareto criterion, if the regulation problem is solvable for any initial state \( x_0 \) under the Pareto criterion.
Based on Definition 2, we can say that the regulation problem on Nash Equilibriums of (1)-(2) is not globally solvable under the Pareto criterion, if there exists initial state $x_0$, for any admissible $u(t)$, satisfying one of following three conditions:

1) $J_t(x_0, u(t), N_e(x_0, u(t))) = J_t(x_0, N_e(x_0))$, $i = 1, 2$,
2) $J_t(x_0, u(t), N_e(x_0, u(t))) > J_t(x_0, N_e(x_0))$,
3) $J_2(x_0, u(t), N_e(x_0, u(t))) > J_2(x_0, N_e(x_0))$.

Now we claim that under the Pareto criterion, the regulation problem on Nash Equilibriums of (1)-(2) is not globally solvable when $Q^i, i = 1, 2$ are positive semidefinite. When initial state $x(0) = 0$, results $x(T) = 0$ and $N_e(0, 0) = \{0, 0\}$ can be implied from (14) and (13), respectively. Thus, in this case, the regulation problem is not globally solvable, since $J_t(x_0, u(t), N_e(x_0, u(t))) \geq 0 = J_t(x_0, N_e(x_0))$ satisfies the above conditions, if $Q^i, i = 1, 2$, are positive semidefinite. Namely, if the regulation problem on Nash Equilibriums of (1)-(2) is globally solvable under the Pareto criterion, then $Q^i$ has at least one negative eigenvalue.

**Proposition 1:** Under Assumption 1 and $|H_t| \neq 0$, the regulation problem on Nash Equilibriums of (1)-(2) is globally solvable under the Pareto criterion, if and only if it is solvable for $x(0) = 0$.

**Proof:** It suffices to show the sufficiency, since the necessity is trivial. If the regulation problem on Nash Equilibriums of (1)-(2) is globally solvable for $x(0) = 0$ under the Pareto criterion, then based on the Lemma 3 in [22] that

$$\int_0^T e^{-At}Bu(t)dt|x(t) \text{ is admissible} = \text{Im}(W_T^x),(15)$$

there exists $y \in \mathbb{R}^n$, such that

$$\begin{cases}
(W_C^x)^\top Q(W_C^x) < 0, \\
(W_C^x)^\top Q(W_C^x) \leq 0, i = 1, 2.
\end{cases} \quad \cdots \quad (16)$$

where $W_C^x = \int_0^T e^{-Ax}BB^\top (e^{-Ax})^\top dx$, $Q = Q^1 + Q^2$. Furthermore, if $(W_C^x)^\top Q(W_C^x) < 0$, then for any given $x(0)$, there exists $K_i = \{x: (W_C^x)^\top Q(W_C^x) < 0, x \in \mathbb{R}^n\}$, satisfying for any $k \in \mathbb{R}$ with $|k| > K_i$,

$$(x + kW_C^x)^\top Q(x + kW_C^x) = k^2 \cdot (W_C^x)^\top Q(W_C^x) + 2k \cdot x^\top QW_C^x + x^\top Qx < k^2x^\top Qx,$$

since $k^2 \cdot (W_C^x)^\top Q(W_C^x) + 2k \cdot x^\top QW_C^x$ is a quadratic function on $k$. Otherwise, if $(W_C^x)^\top Q(W_C^x) = 0$, then for any given $x(0)$, for any $k$ satisfying $x^\top QW_C^x \cdot k \leq 0$, we have

$$(x + kW_C^x)^\top Q(x + kW_C^x) = 2k \cdot x^\top QW_C^x + x^\top Qx \leq x^\top Qx.$$

Thus, if $(W_C^x)^\top Q(W_C^x) < 0, i = 1, 2$, then we set $K = \max\{K_1, K_2\} + 1$ and $y = Ky$, under which

$$\begin{cases}
(x + W_C^x)^\top Q(x + W_C^x) < x^\top Qx, \\
(x + W_C^x)^\top Q(x + W_C^x) \leq x^\top Qx, i = 1, 2.
\end{cases} \quad \cdots \quad (17)$$

holds. Otherwise, without loss of generality, suppose that $(W_C^x)^\top Q(W_C^x) < 0$ and $(W_C^x)^\top Q(W_C^x) = 0$, then suitable $K$ can be constructed as follows:

$$K = \begin{cases}
k_1 + 1, x^\top QW_C^x \leq 0 \\
-k_1 - 1, x^\top QW_C^x > 0.
\end{cases}$$

When $y = Ky$, (17) holds as well. Combining Definition 2 and Lemma 3 in [22] with simplified cost functions obtains that the regulation problem on Nash Equilibriums of (1)-(2) is globally solvable under the Pareto criterion. \hfill \blacksquare

### 3.2. Kaldor-Hicks Criterion

It is possible that Nash equilibrium is not optimal from the holistic perspective, because of the inconsistency between individual and collective rationality. Next, we discuss the regulation problem on Nash Equilibriums of (1)-(2) under the Kaldor-Hicks criterion. Under the Kaldor-Hicks criterion, the optimal action profile satisfies minimum cost function

$$J := J_1 + J_2. \quad \cdots \quad \cdots \quad \cdots \quad \cdots \quad (18)$$

Under the Kaldor-Hicks criterion, $u_1$ and $u_2$ can be regarded as an entirety. In this sense, determining the optimal action profile of (1)-(18) can be converted into solving a problem of linear quadratic optimal control. According to the maximum principle, we can get equations defining the dynamics of the agents’ optimal action profile $O_{th}(x_0, u(t)) := (\hat{u}_1, \hat{u}_2)$ as follows:

$$\begin{cases}
\dot{\hat{x}}(t) = A\hat{x}(t) + B\hat{u}(t), \\
\hat{u}_1(t) = -R_1^{-1}B_1^T\hat{\lambda}(t), \\
\hat{u}_2(t) = -R_2^{-1}B_2^T\hat{\lambda}(t), \quad \cdots \quad \cdots \quad \cdots \quad \cdots \quad (19)
\end{cases}$$

where $\hat{\lambda}(T) = [x(T)^\top, \hat{\lambda}(T)]^\top$, $\hat{B} = [B^T, 0]^\top$ and

$$\hat{A} = \begin{bmatrix} A & -S^\Sigma \\ 0 & -A^T \end{bmatrix}.$$

It is well known that linear quadratic problem (1)-(18) has a (unique) solution for all $x_0 \in \mathbb{R}^n$ if and only if Assumption 2 holds [4].

Inspired by (14) it is necessary to express the optimal action profile of (1)-(18) as a time-variant function on $x(0)$. It follows from (19) that

$$\hat{H}_f \hat{\lambda}(0) = \hat{J}_f(\hat{x}(0)) + \int_0^T e^{-At}Bu(t)dt, \quad \cdots \quad \cdots \quad \cdots \quad (20)$$

where $\hat{J}_f = Q_f^\Sigma e^{\hat{A}t}, \hat{H}_f = [-Q_f^\Sigma, I_n][e^{\hat{A}t}]^\top$.

**Proposition 2:** Under Assumption 2, the optimal control $\hat{u}_1(t)$ of linear quadratic problem (1)-(18) is

$$-R_1^{-1}B_1^T e^{-At}H_f(x(0) + \int_0^T e^{-At}Bu(t)dt), \quad \cdots \quad \cdots \quad \cdots \quad (21)$$

where $i = 1, 2, \hat{H}_f = (\hat{H}_f)^{-1}\hat{J}_f$.

**Proof:** The two-point boundary-value problem (19) can be converted into

$$(M_1e^{-At} + M_2)v = [x_0^\top, 0]^\top, \quad \cdots \quad \cdots \quad \cdots \quad (22)$$
where \( w = e^{AT}(\tilde{x}(0) + \int_0^T e^{-At}Bu(t)dt) \), and
\[
M_1 = \begin{bmatrix}
I_n & 0 \\
0 & 0
\end{bmatrix}, \\
M_2 = \begin{bmatrix}
0 & 0 \\
-Q_T & I_n
\end{bmatrix}.
\]
Denote \([I_n, 0]e^{AT} = [W_1, W_2]\), then for any \( x(0) = x_0 \), the solvability of (19) is equivalent to the solvability of (22) or
\[
\begin{bmatrix}
W_1 & W_2 \\
-Q_T & I_n
\end{bmatrix} w = \begin{bmatrix}
x_0 \\
0
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which is a quadratic function on $k$. Therefore we can find $K \in \mathbb{R}$, such that $(x + W_T^T y_Q)^\top Q(x + W_T^T y_Q) < x^\top Qx$, where $y = y_K$, since $(W_T^T y_Q)^\top Q(W_T^T y_Q) < 0$. Combining the arbitrariness of $x(0)$ and (29) gives that under the Kaldor-Hicks criterion the regulation problem on Nash Equilibriums of (1)-(2) is globally solvable.

4. Conclusion

In GBCSs, the effectiveness of macro-regulation has been discussed under two criteria, which are Pareto and Kaldor-Hicks criterion, respectively. The former achieves the Pareto improvement on Nash Equilibriums, i.e., no one is harmed and at least one person is helped. The latter can achieve the potential Pareto improvement while generating optimal action profile, which is optimal from the holistic perspective to some extent, although every player only has the individual rather than collective rationality in this paper. Results revealed that the regulation of the third party helps to promote the consistency between individual and collective rationality under some conditions.
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