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Abstract: Studying surface electromyography(sEMG)
signals of the muscles near the knee joints in patients
with gonarthritis is helpful for the diagnosis of knee
joint inflammation. If the influence of different sEMG
signals and their weights on knee inflammation can be
analyzed through machine learning methods, it will
greatly improve diagnostic accuracy. The extreme
gradient boosting (XGBoost) algorithm is an excellent
machine learning algorithm. Inspired by this algorith-
m, we presented a signal classification method based
on the XGBoost algorithm to distinguish between pa-
tients with gonarthritis and healthy subjects. The
sEMG signals collected from four muscles around the
knee are extracted as features, which are used as the
input variables to the classification model. The XG-
Boost algorithm determines the output by improving
the objective function based on sample proportion and
weight. The experimental results show that the XG-
Boost algorithm has higher accuracy and better classi-
fication performance when compared with the support
vector machine (SVM) and the deep neural networks
(DNN) algorithms. This indicates that the advantage
of the XGBoost algorithm on classifying patients with
gonarthritis based on sEMG signals.

Keywords: Surface electromyography(sEMG); Machine
learning; Extreme gradient boosting (XGBoost); Patients
with gonarthritis

1. Introduction

Knee joint inflammation is a disease based on degener-
ative pathological changes. Middle-aged and elderly peo-
ple mostly suffer from this disease. Knee joint inflam-
mation always occultly grows in the body of the patients,
which is the main reason for leg pain. It may lead to joint
deformities, disabilities, and other symptoms if it is not
treated in time. Current clinical diagnosis mostly uses X-
ray [1], arthroscopy [2], and other medical imaging diag-
nostic techniques. X-ray has low accuracy in the diag-
nosis of early rheumatoid arthritis, synovial hyperplasia,
joint effusion, and bone erosion [3]. And long-term X-ray
examination has a low radiation effect on bodies and is

detrimental to patients who need regularly to see a doc-
tor for knee pain due to seasonal variations. An arthro-
scope may cause different degrees of sequelae, includ-
ing infection, knee adhesion, and localized skin scarring.
Then these methods are not suitable for continuous and
long-term diagnosis of knee joint inflammation. There is
a huge market demand for a non-radiative, non-invasive,
long-term diagnostic method for diagnosing patients with
gonarthritis.

Surface electromyography(sEMG) is an electrical sig-
nal that detects neuromuscular activity by using elec-
trodes on the skin surface. It can quantitatively record
the electrophysiological characteristics of neuromuscular
activity, muscle fatigue degree, and nerve conduction ve-
locity. The detection method through sEMG is relative-
ly simple and non-invasive. The sEMG signals around
the knee joint reflect the state and coordination level of
neuromuscular in real-time, which provides important ev-
idence for the occurrence, development, and rehabilita-
tion process of motor injury of the knee joint. So, it is
highly valued in the fields of human movement science,
ergonomics, and rehabilitation medicine and has a wide
range of research values [4].

The sEMG signals collected from the same muscles
vary greatly for different patients with knee motion dis-
orders, and even for the same patient at different stages
of rehabilitation [5]. Because the sEMG signals have the
non-stationary characteristics, it is feasible to use machine
learning methods to classify sEMG signals under differ-
ent conditions. Support vector machine (SVM) is a kind
of machine learning method of dichotomy model that is a
linear classifier with the maximum interval defined in the
feature space. The learning strategy of SVM is interval
maximization, and the learning algorithm is to find the op-
timal solution of convex quadratic programming. Lucas.
e.t. used the SVM to supervise and classify sEMG signal-
s so as to realize the control of the sEMG prosthesis [6].
However, the probability density function of sEMG obeys
the Gaussian distribution with the mean value of 0 and is
not strictly linear fractal data. Using standard SVM algo-
rithm to classify sEMG signals may result in low classi-
fication accuracy. Liu. e.t. proposed a method based on
deep neural networks (DNN) for sEMG signal classifica-
tion and has high accuracy [7]. But, the DNN easily falls
into the local optimal values. The activation of different
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initial values may lead to different local optimal solution-
s [8]. Thus, the DNN-based method may not be suitable
for the classification of knee arthritis.

Extreme gradient boosting (XGBoost) algorithm is a
new machine learning algorithm presented in 2017 [9]. It
has been proved to have a high accuracy rate of 92.09%
in the safety evaluation of underground comprehensive
pipe gallery [10] and an accuracy rate of 98.4% in the
recognition of hip shape [11]. Therefore, this paper is
inspired by the XGBoost algorithm and uses it to classi-
fy sEMG signals in patients with gonarthritis. We stud-
ied the sEMG signals of 11 patients with previously di-
agnosed knee joint inflammation and 11 healthy subjects.
These sEMG signals were classified by establishing an in-
dividual risk classification model for knee lesions to iden-
tify patients and healthy subjects. The results show that
the XGBoost algorithm provides an auxiliary method for
the diagnosis of knee joint inflammation from the inter-
section of medicine, data science, and computer science.

2. Data and Method

We utilized some sEMG signals of an open dataset to
carry on the experiments. Then we present an XGBoost-
based method to discriminate patients with gonarthritis
from healthy subjects.

2.1. Data
The data source is from an open dataset of Batalla de

Sanidad with the support of the Mueva Granada Military
University in July 2012. The data were collected from 22
participants: 11 patients diagnosed previously with go-
narthritis and 11 healthy volunteers that had no history of
neurological disorders. The participants had various gen-
ders, ages, heights, and other demographic information.
Each participant was instructed to collect sEMG signal-
s from the rectus femoris muscle, biceps femoris, medius
femoris, and semitendinosus muscle while sitting with the
legs stretched and bent. This collection was repeated. A
total of 60 cases were collected in this dataset.

In this study, the sEMG signals from four differen-
t muscles were selected as the features for training models
and testing models.

2.2. Preprocessing
Because the data were obtained from actual scenes,

there were some non-standard data that can not be direct-
ly applied to the experiment. Thus, data preprocessing is
needed to solve this problem.

First, some data are incomplete, possibly due to incor-
rect acquisition or missing storage. Such data may inter-
fere with the training model and are discarded directly.
Second, some data lack labels that show whether they are
from patients or healthy people, which should not be in-
cluded in the training samples and needed to be excluded.
Finally, the ranges of data collected from the same mus-
cle vary from person to person, which has a great impact

Training set 1 Weak learner 1 
Training data

residual

Training set 2 Weak learner ! 
Training data

Training set m-1 Weak learner m-1  
Training data

residual

Training set m Weak learner m 
Training data

...

Fig. 1. Flow Chart of training weak learners

on the optimization rate and performance of the training
model. Therefore, the input data are standardized in this
study as follows:

xi =
x′i −Mean(Ri)

Std(Ri)
. . . . . . . . . . . . (1)

Where, x′i is the value of the ith feature, Mean(Ri) is the
expected value of the ith feature of all data within the ref-
erence range, and Std(Ri) is the standard deviation of all
data within the reference range.

After the above preprocessing, 22 cases with valid data
remained, and the length of each feature is 15,300. We
use these data as the training samples and testing samples
for our method.

2.3. XGBoost
The method aims to predict the samples according to

the features and to determine whether the subject is a pa-
tient with gonarthritis or not. This is a typical classifica-
tion, which is to find a relationship between an input about
some samples, X = {x1,x2, · · · ,xn}, and an output Y . We
use the XGBoost algorithm to classify the input samples
in order to construct an intelligent detection system with
high accuracy more quickly.

The core idea is to integrate many weak learners to for-
m a strong learner. Each weak learner is a tree model gen-
erated by the classification and regression trees (CART).
The XGBoost algorithm keeps splitting features to grow a
new tree, which is to learn a new function to fit the residu-
al of the previous prediction. Supposing m is the number
of weak learners, and k ∈ [1,m], the XGBoost algorith-
m trains the kth weak learner according to the residuals
of the previous (k−1) weak leaners and the training data
of the kth weak learner. The flow chart of training weak
learners is shown in Fig. 1.

we randomly select a series of preprocessed data as the
training data and construct the weak learners. For the kth
weak learner, if ŷ(k)i is the prediction of the true value y(k)i ,
its prediction is the sum of the leaf weights on all previous
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weak learners.

ŷ(k)i =
k

∑
t=1

ft(xi), . . . . . . . . . . . . (2)

where ft(xi) is the function of the kth weak learner. Con-
sidering the prediction of the (k− 1)th weak learner, ŷ(k)i
is further expressed as

ŷ(k)i = ŷ(k−1)
i + fk(xi). . . . . . . . . . . (3)

Then we use the loss function to measure the accuracy
of our prediction model, which is expressed as

L(k) =
s

∑
i=1

l(y(k)i , ŷ(k)i ), . . . . . . . . . . (4)

where s is the number of samples on all leaf nodes when
we grow k trees, and l(yi, ŷi) = |(yi− ŷi)| is the residual of
ŷi and yi. The least loss function means the most accurate
prediction model.

Note that the XGBoost algorithm is an excellent algo-
rithm that achieves the balance between model accura-
cy and computational speed. It introduces a regulariza-
tion item to measure the model complexity, and thus, it
measures the computational efficiency. The regularization
item is expressed as

Ω( ft) = γm+
1
2

λ
m

∑
t=1

f 2
t , . . . . . . . . . (5)

where, γ is the penalty parameter of L1 norm, and λ is the
penalty parameter of L2 norm. The regularization item is
determined by the number of leaf nodes of the generated
tree and the L2 norm of the corresponding value vector of
leaf nodes. So it enhances the generalization ability of the
model.

We add the regularization item to the loss function,
which forms an objective function:

O(k) =
s

∑
i=1

l(y(k)i , ŷ(k)i )+
k

∑
t=1

Ω( ft). . . . . . (6)

The first part is to measure the fitting ability of the mod-
el for the samples, and the second part is to control the
complexity of the model and avoid over-fitting.

Considering the prediction of the (k−1)th weak learn-
er, there is

k

∑
t=1

Ω( ft) =
k−1

∑
t=1

Ω( ft)+Ω( fk). . . . . . . (7)

Since the regularization items of the previous weak learn-
ers are known, ∑k−1

t=1 Ω( ft) can be regarded as a constant
C.

Then substituting (3) and (7) into (6), the objective
function is expressed as

O(k) =
s

∑
i=1

l(y(k)i , ŷ(k−1)
i + fk(xi))+Ω( fk)+C. . (8)

If we find the optimal solution of this objective function,
we get a suitable model. In this case, the constant can be

ignored in the solving process.
We expand the loss function, l(y(k)i , ŷ(k−1)

i + fk(xi)), in
(8) in a second order Taylor series:

l(y(k)i , ŷ(k−1)
i )+gi fk(xi)+

1
2

hi f 2
k (xi). . . . . (9)

Where, gi is the first derivative of l(y(k)i , ŷ(k−1)
i ), and hi is

the second derivative of l(y(k)i , ŷ(k−1)
i ). Because ŷ(k−1)

i is
a known value in the kth step, l(y(k)i , ŷ(k−1)

i ) is a constant
and has no effect on the function optimization. Thus, the
objective function of (8) is nearly

O(k) ≈
s

∑
i=1

[gi fk(xi)+
1
2

hi f 2
k (xi)]+Ω( fk). . . (10)

If we define I j = {i|q(xi) = j} is the sample set on all
leaf nodes for the jth weak learner, the function of this
weak learner can be expressed in terms of the sum of the
weights of all leaf nodes, that is, f j = w j = ∑

i∈I j

wi. Then

let G j = ∑
i∈I j

gi and H j = ∑
i∈I j

hi, substituting (5) into (10)

obtains

O(k) =
m

∑
j=1

[G jw j +
1
2
(H j +λ )w2

j ]+ γm. . . . (11)

When we know the samples of each leaf node, G j and H j
are known. Then we calculate the minimum value of (11)
and get the optimal weights:

w∗
j =−

G j

H j +λ
. . . . . . . . . . . . . (12)

Substituting the optimal weight into the objective func-
tion again gets the result:

O(k) =−1
2

m

∑
j=1

G2
j

H j +λ
+ γm. . . . . . . . (13)

Thus, we weigh the output of all weak learners and get
the output of a final strong learner.

2.4. Algorithm

The flow chart of the XGBoost algorithm is shown in
Figure 2.

Step 1: Preprocess the data of the training sets. Carry-
ing out cleaning and standardized processing selects the
suitable data sets, which are used as the input data set of
the model.

Step 2: Train the model. The algorithm first initializes
the weights of the leaf nodes. Then it calculates the ob-
jective function and determines whether the value is mini-
mum. If the value is not minimum, the weights are updat-
ed. Otherwise, using the weights gets the weak learners
and establishes the corresponding strong learner. Thus,
we obtain the classification model.

Step 3: Verify with the testing set. The testing set enters
the classifier, and then the classification effect is obtained
from the classifier.

The 7th International Workshop on Advanced Computational Intelligence and Intelligent Informatics (IWACIII2021)
Beijing, China, Oct.31-Nov.3, 2021 3



Training set

Cleaning

Standardization

Weights initialization

Calculating objective function

Optimal solution？

Weak learners

N

Y

Strong learners

Output

Weights update

Testing set

Fig. 2. Flow Chart of XGBoost-based method

3. Experimental results and analysis

This study used the SVM, DNN, and XGBoost algo-
rithms to process the same preprocessed samples in order
to compare the classification effect. The selected data set
is divided into a training set and a testing set in a ratio
of 0.8:0.2. And the random seeds are set to be the same
to ensure that the extraction methods of training set and
testing set are consistent for different models.

3.1. Metrics
Three classical metrics of the model, accuracy (Acc),

sensitivity (Sen), and specificity (Spe), are used for model
evaluation:

Acc =
Tp+Tn

Tp+Tn+Fp+Fn
, . . . . . . . . (14)

Sen =
Tp

Tp+Fp
, . . . . . . . . . . . . (15)

Spe =
Tn

Tn+Fp
. . . . . . . . . . . . . (16)

Where, Tp is the abbreviation of “true and positive” and
represents the number of samples that the labels of in-
put samples are 1 (confirmed patients) and the prediction

Table 1. Comparison of performance evaluation for samples
of 1 patient with gonarthritis and 1 healthy subject.

Methods Acc [%] Sen [%] Spe [%]
SVM 99.70 99.12 93.81
DNN 98.91 97.61 99.56

XGBoost 99.70 97.88 99.47

Table 2. Comparison of performance evaluation for samples
of 4 patients with gonarthritis and 4 healthy subjects.

Methods Acc [%] Sen [%] Spe [%]
SVM 85.09 76.55 79.67
DNN 85.50 84.32 85.49

XGBoost 89.02 85.08 89.45

results of the model are also 1, Tn means “true and nega-
tive” and represents the number of samples that the labels
are 0 (confirmed healthy subjects) and the prediction re-
sults of the model are also 0; Fp means “false and posi-
tive” and represents the number of samples that the labels
are 0 while the prediction results are 1; Fn is “false and
negative” and presents the number of samples that the la-
bels are 1 while the prediction results are 0.

Accuracy refers to the proportion of correctly predict-
ed samples to the total samples, with a range of [0,1].
The larger the value is, the better prediction ability the
model has. When the sensitivity of the model is high-
er, the recognition ability of the model for patients with
gonarthritis is stronger, that is, the model has a lower mis-
diagnosis rate. For the specificity, the larger value means
that the model has a stronger discrimination ability for or-
dinary patients and the misdiagnosis rate is lower.

3.2. Results

We randomly selected a set of data from one of the 11
patients with gonarthritis and a set of data from one of
the 11 healthy subjects. The data was classified by using
the SVM, DNN, and XGBoost algorithms to determine
whether the output is a patient or not. The three metrics
were calculated and the experimental results are shown in
Table 1.

Similarly, we randomly selected the samples of 4 pa-
tients and 4 healthy subjects and classified them with three
algorithms. The results of the indexes are shown in Table
2. Finally, we chose all samples to be classified and cal-
culated the evaluation indexes, which are shown in Table
3.

The experimental results show that most of the values
of the XGBoost algorithm are significantly higher than
those of other algorithms in three cases. This proves the
superior performance of the XGBoost-based method on
classifying patients with gonarthritis.
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Table 3. Comparison of performance evaluation for samples
of 11 patients with gonarthritis and 11 healthy subjects.

Methods Acc [%] Sen [%] Spe [%]
SVM 78.90 87.37 80.74
DNN 82.41 75.46 82.62

XGBoost 87.70 94.33 87.61

3.3. Comparison and Analysis
From Table 1, it is seen that the accuracy of the XG-

Boost algorithm is 99.70%, while those of the SVM
and DNN algorithms are 98.91% and 99.70%, separate-
ly. This means that the XGBoost and SVM algorithm-
s have good prediction ability and a strong fitting effect
when classifying 1 patient with gonarthritis. For the sen-
sitivity, the XGBoost algorithm has the value of 97.88%,
which is higher than the DNN algorithm but lower than
the SVM algorithm. This shows that the SVM algorithm
has the best diagnosis performance in this case. In terms
of specificity, the XGBoost algorithm obtains the value of
99.47%, which is outstanding when compared with oth-
er methods. In this table, it can be seen that most of the
values obtained by the XGBoost algorithm are larger than
those obtained by other algorithms. This illustrates that
the XGBoost algorithm has the best classification effect.
And the SVM algorithm gets some values slightly larger
than the DNN algorithm, which means that the SVM al-
gorithm has advantages over the DNN method when dis-
tinguishing 1 patient between 1 healthy subject.

From Tables 2 and 3, it can be seen that the values ob-
tained by the XGBoost algorithm are higher than those
obtained by the SVM and DNN algorithms for the same
evaluation metrics. The sensitivity of the SVM algorithm
is larger than that of the DNN algorithm in Table 3. Ex-
cept of this, the other values of the SVM algorithm are
smaller than the corresponding values of the DNN algo-
rithm. These tables also indicate that the XGBoost al-
gorithm has the best classification effect on determining
more patients with gonarthritis and healthy persons while
the DNN algorithm is superior to the SVM algorithm in
most cases.

In addition, for the SVM algorithm, the accuracy does
not fluctuate very much and is around 80%, and the sensi-
tivity is around 85%, while the specificity is around 80%.
This shows that the SVM algorithm is not sensitive to the
number of input data. But for the DNN algorithm, the
values of the indexes are very different in three cases: the
values are the largest for samples of 1 patient with go-
narthritis and 1 healthy person, while the values are the s-
mallest for samples of 11 patients with gonarthritis and 11
healthy people. This indicates that the DNN algorithm is
sensitive to the number of input data. When the method is
used to process small amounts of data, it has good classi-
fication performance. Otherwise, the classification effect
is not ideal.

The experimental results show the advantages of the
XGBoost algorithm on sEMG signal classification. This

is related to its algorithm process. The XGBoost algorith-
m implies a computationally efficient variant of the gra-
dient boosting algorithm. It uses not only the first deriva-
tive but also the second derivative. And it introduces the
regular term to avoid over-fitting in the search for the op-
timal solution, which makes the loss function more pre-
cise. Moreover, because the probability density function
of sEMG signals has the Gaussian distribution with the
mean value of 0, the XGBoost algorithm is an appropriate
processing approach.

4. Conclusion

Accurate classification of diseases is helpful to effi-
cient diagnosis and treatment. This paper presents an
XGBoost-based method to differentiate patients with go-
narthritis from healthy subjects, which is characterized by
sEMG signals from four muscles. The method improves
the objective function based on the proportion and weight
of samples, which improves the classification and predic-
tion ability. The experimental results show that, compared
with the SVM and DNN algorithms, the XGBoost-based
algorithm achieves high classification accuracy and has
good classification and prediction performance. This in-
dicates significant potential for classifying patients with
gonarthritis based on sEMG signals.
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