
Three Dimensional Path Planning for UAV Based on Chaotic Gravitational Search Algorithm 

 

 

The 7th International Workshop on Advanced Computational Intelligence and Intelligent Informatics (IWACIII2021) 

Beijing, China, Oct.31-Nov.3, 2021 

 

1 

Abstract: Path planning is a critical problem for an 

unmanned aerial vehicle (UAV), which assists UAV 

to find a desirable path under some constraints. A 

chaotic gravitational search algorithm (CGSA) is 

proposed for UAV path planning in three 

dimensional (3D) environment. Firstly, the cost 

function considers the path length, turning angle, 

climbing angle, and maximum and minimum flight 

heights. Secondly, the chaotic sequence of the sine 

map is used to determine the size of the Kbest set 

storing the best agents in gravitational search 

algorithm (GSA), which improves the balance of 

exploration and exploitation. Finally, the simulation 

results demonstrate that CGSA is more effective and 

better than the moth flame optimization algorithm 

(MFO) and GSA in 3D path planning. 
 

Keywords: Unmanned Aerial Vehicle, Path Planning, 

Gravitational Search Algorithm, Chaos 
 

 

1.   INTRODUCTION 

With the rapid development of automation technology, 

the performance of the unmanned aerial vehicle (UAV) 

has been greatly improved, and UAV shows significant 

potential in civil and military applications in recent years, 

especially in dull, dirty, dangerous, and deep missions 

[1]. In the process of executing tasks, the autonomy level 

of UAV relies on its path planning and control method. 

UAV path planning is to search for the optimal or 

satisfactory path from a starting point to its destination 

according to some performance indicators, which is a 

key aspect of UAV intelligence [2] [3]. 

In the last several decades, many scholars have made 

indepth research on path planning, and numerous 

algorithms about path planning have been proposed, 

which can be divided into classical algorithms and 

heuristic algorithms [4]. 

The classical algorithms mainly include the cell 

decomposition, potential field, and sampling based 

method, etc. The cell decomposition method divides the 

search space into lots of small units called the cells, and 

provides a barrier free sequence from starting point to the 

goal. Wu and Xu et al. put forward the bidirectional 

adaptive A star algorithm, which replaces the 

multidirection with the directional search strategy in A 

star algorithm, and employs the adaptive step and weight 

strategy to increase the exploration speed [5]. Potential 

field method assigns the gravitation and repulsion to the 

goal and obstacle, respectively, pulling UAV toward the 

goal and keeping it away from the obstacle. To solve the 

local optimal problem, Li applied the chaos theory to 

change the coefficients of gravitation and repulsion [6]. 

Sampling based method detects the barriers by sampling, 

and then constructs an effective path. For solving the 

obstacle avoidance in dynamic environment, Chen and 

Mantagh proposed the fuzzy kinodynamic rapidly 

exploring random tree (RRT), which utilizes the RRT to 

generate the path and employs the fuzzy logic to avoid 

the obstacles [7]. 

The methods based on artificial neural network (ANN), 

fuzzy logic, and evolutionary computation methods 

belong to heuristic algorithms. ANN is an artificial brain 

model, having the ability of learning and reasoning. One 

of the challenges for online path planning is 

environmental uncertainty, for overcoming this difficulty, 

Sung and Choi et al. applied different path data sets to 

train a neural network as a path planner and make a 

decision online [8]. Unlike ANN, fuzzy logic mainly 

uses expert knowledge and experience to make a 

decision. Adhikari and Kim et al. turned the path 

planning problem into a multiobjective unconstrained 

optimization problem, and adopted fuzzy logic to 

optimize the parameters of differential evolution, 

minimizing the fuel, threat cost, and path length [9]. 

Evolutionary algorithms are inspired by biological 

behaviors, such as ant colony optimization (ACO), 

particle swarm optimization (PSO), and genetic 

algorithm (GA), which are often applied in path planning. 

For the problem of covering target points in minimum 

time, Li and Xiong et al. proposed an ACO variant with 

the greedy strategy to find the optimal number of UAVs 

and plan the paths with the minimum time [10]. 

Some simple three dimensional (3D) path planning 

problems can be transformed into 2D path, and there 

have been many researches on 2D path planning 

problems. In fact, some important information, such as 

the kinematic constraints, will be ignored in the 

transformation process. Taking into account the 

completeness of the problem assumptions, a 3D path 

planning method based on chaotic gravitational search 
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algorithm (CGSA) is proposed in this paper, and 

compared with the existing works, the path length, 

turning angle, and climbing angle, and maximum and 

minimum flight heights for UVA are considered. 

The remainder of this paper is organized as follows: 

Section 2 introduces the related works, including the 

environment model, GSA, and chaotic sine map. Section 

3 presents the proposed algorithm CGSA for path 

planning in detail. The simulations and results are shown 

in Section 4. Finally, the conclusions are elaborated in 

the last section. 

2. RELATED WORKS 

This section provides a basic description of the environment 

model, Gravitational Search Algorithm (GSA), and chaotic 

sine map. 

2.1. Modeling the environment 

It is assumed that the UAV plans to fly from start point 

S to terminal point T for a mission, and the spatial 

coordinate is established, just like in Fig. 1, in which the 

coordinates of S and T are (𝑥1, 𝑦1, 𝑧1) and (𝑥𝑛, 𝑦𝑛, 𝑧𝑛), 

respectively. The range [𝑥1, 𝑥𝑛] of the x-axis is divided 

into 𝑛 − 1 equal parts and the vertical planes 
(𝛽1, 𝛽2, … , 𝛽𝑛) of the x-axis are obtained according to the 

corresponding points. One discrete point is taken in each 

vertical plane 𝛽𝑖 , and the collection of points 𝑃 =
{𝑆, (𝑥2, 𝑦2, 𝑧2), (𝑥3, 𝑦3, 𝑧3),… , (𝑥𝑛−1, 𝑦𝑛−1, 𝑧𝑛−1), 𝑇}  is 

got. The flight path can be acquired by connecting these 

points in turn. So the path planning problem is 

transformed into optimizing these coordinate sequences 

to minimize the objective function. Due to that the 

dimension of variables can affect the efficiency and 

complexity of evolutionary computation, the 

optimization variable P can be simplified as 𝑃 =
(𝑦2, 𝑧2, 𝑦3, 𝑧3, … , 𝑦𝑛−1, 𝑧𝑛−1) , where the number of 

variables is reduced by 𝑛 − 2.  
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Fig. 1 The 3D environment model 

2.2. Gravitational search algorithm 

The GSA is a population-based optimization 

algorithm and inspired by the law of gravity and mass 

interaction, which is proposed by Rashedi et al. in 2009 

[11] [12]. In GSA, every solution is regarded as an agent, 

whose performance is evaluated by its mass. The agent 

𝑋𝑖(𝑡) can interact with other agents through mass and 

move at speed 𝑉𝑖(𝑡) in n-dimensional search space. 

Supposing there are 𝑁  agents, the position and 

velocity of the ith agent are defined as follows: 

𝑋𝑖(𝑡) = (𝑥𝑖
1(𝑡), 𝑥𝑖

2(𝑡), … , 𝑥𝑖
𝑑(𝑡), … , 𝑥𝑖

𝑛(𝑡)), 𝑖 = 1, 2, … ,𝑁 

  (1) 

𝑉𝑖(𝑡) = (𝑣𝑖
1(𝑡), 𝑣𝑖

2(𝑡), … , 𝑣𝑖
𝑑(𝑡), … , 𝑣𝑖

𝑛(𝑡)), 𝑖 = 1, 2, … , 𝑁 

  (2) 

The mass 𝑀𝑖(𝑡) of the agent 𝑋𝑖(𝑡) is related to fitness, 

which is described as: 

 𝑀𝑖(𝑡) =
𝑚𝑖(𝑡)

∑ 𝑚𝑗(𝑡)
𝑁
𝑗=1

 (3) 

 𝑚𝑖(𝑡) =
𝑓𝑖𝑡𝑖(𝑡)−𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡(𝑡)

𝑓𝑖𝑡𝑏𝑒𝑠𝑡(𝑡)−𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡(𝑡)
 (4)  

where, for the iteration t, 𝑓𝑖𝑡𝑖(𝑡) is the fitness value of the 

agent 𝑋𝑖(𝑡), 𝑓𝑖𝑡𝑏𝑒𝑠𝑡(𝑡) and 𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡(𝑡) are the best fitness 

value and worst fitness value in the current population, 

respectively. 

According to the law of gravity, these agents attract 

other agents by gravitational force, causing the agents to 

move towards the agent with the larger mass. The 

gravitational force between the agent i and j is defined in 

the following equation: 

 𝐹𝑖𝑗
𝑑(𝑡) = 𝐺(𝑡)

𝑀𝑖(𝑡)∙𝑀𝑗(𝑡)

𝑅𝑖𝑗(𝑡)+𝜀
(𝑥𝑗

𝑑(𝑡) − 𝑥𝑖
𝑑(𝑡)) (5) 

where 𝑀𝑖(𝑡) and 𝑀𝑗(𝑡) denote the mass of the agent i 

and j, respectively. 𝑅𝑖𝑗(𝑡) is the distance between the 

agent i and j, ε denotes a small constant to prevent the 

denominator from being 0. 𝑥𝑗
𝑑(𝑡)  and 𝑥𝑖

𝑑(𝑡)  represent 

the position of the agent i and j in the dth dimension, 

respectively. 𝐺(𝑡) is the gravitational constant in the tth 

iteration, which can be calculated using (6) 

 𝐺(𝑡) = 𝐺0𝑒
−𝛼

𝑡

𝑇 (6) 

where 𝐺0 denotes the initial value for the gravitational 

constant, 𝛼 represents the coefficient of decrease, and T 

stands for the maximum number of iteration. 

To increase the randomness of the algorithm, the total 

force that acts on agent i in dth dimension can be 

calculated using (7) 

 𝐹𝑖
𝑑(𝑡) = ∑ 𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗

𝑑(𝑡)𝑗∈𝐾𝑏𝑒𝑠𝑡,𝑗≠𝑖  (7) 

where Kbest denotes the set that stores first K best agents, 

and K decreases linearly over iterations. 𝑟𝑎𝑛𝑑𝑗 is a rand 

number, generated in the interval [0, 1]. 

The acceleration of agent i in the dth dimension can be 

obtained by (8) according to the law of motion. 

 𝑎𝑖
𝑑(𝑡) =

𝐹𝑖
𝑑(𝑡)

𝑀𝑖(𝑡)
 (8) 

Finally, the velocity and position of the agent i can be 

updated using (9) and (10). 

 𝑣𝑖
𝑑(𝑡 + 1) = 𝑟𝑎𝑛𝑑𝑖 ∙ 𝑣𝑖

𝑑(𝑡) + 𝑎𝑖
𝑑(𝑡) (9) 

 𝑥𝑖
𝑑(𝑡 + 1) = 𝑥𝑖

𝑑(𝑡) + 𝑣𝑖
𝑑(𝑡 + 1) (10) 

where 𝑣𝑖
𝑑 and 𝑥𝑖

𝑑 stand for the velocity and position of 

the agent i in the dth dimension respectively. 

2.3. Sine map 

The sine map is one of the famous chaotic maps [13], 

which can be defined by (11). 

 𝑥𝑛+1 = 𝐹(𝑟, 𝑥𝑛) = 𝑟 ∙ sin⁡(𝜋 ∙ 𝑥𝑛) (11) 

where r is a control parameter greater than 0, and 𝑥𝑛 

denotes the output chaotic sequence. The bifurcation 

diagram of a Sine map with 𝑟 ∈ (0, 4] is shown in Fig. 2. 
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Fig. 2 Bifurcation diagram of the Sine map, 𝑟 ∈ (0, 4] 

3. PROPOSED METHOD  

In this section, the overall cost function is defined, then 

the proposed path planning algorithm is described. 

3.1. Cost function 

Considering the energy and time consumption, it is 

very known that the search of the optimal path is usually 

to find the path with the smallest length [14]. Therefore, 

the length of a path is regarded as the cost function, 

which is defined as follows. 

 𝐹1 =⁡∑ 𝐹1
𝑖𝑛−1

𝑖=1  (12) 

𝐹1
𝑖 = √(𝑥𝑖 − 𝑥𝑖+1)2 + (𝑦𝑖 − 𝑦𝑖+1)2 + (𝑧𝑖 − 𝑧𝑖+1)2 (13) 

where 𝐹1
𝑖 is the Euclidean distance between node i and 

the next node in the path. 

The turning and climbing angles are two important 

constraints for a UAV, affecting the smoothness and 

feasibility of the path. Just as shown in Fig. 3, 𝑃𝑖−1, 𝑃𝑖, 

and 𝑃𝑖+1  are three adjacent points in the path, whose 

projection points on the plane Oxy are 𝑃𝑖−1
′ , 𝑃𝑖

′, and 𝑃𝑖+1
′ , 

respectively. 𝑃𝑖+1
′′  is the projection of point 𝑃𝑖  on line 

𝑃𝑖+1𝑃𝑖+1
′ . The turning angle 𝛾𝑖 is the angle between path 

segments 𝑃𝑖−1
′ 𝑃𝑖′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   and 𝑃𝑖

′𝑃𝑖+1
′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , which can be calculated 

using (15). The turning cost function can be computed by 

(17). 

 𝛾𝑖 = arccos(
𝑃𝑖−1

′ 𝑃𝑖
′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∙𝑃𝑖

′𝑃𝑖+1
′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

‖𝑃𝑖−1
′ 𝑃𝑖

′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ‖∙‖𝑃𝑖
′𝑃𝑖+1

′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ‖
) (14) 

 𝛾𝑖 = arccos (
(𝑥𝑖−𝑥𝑖−1,𝑦𝑖−𝑦𝑖−1)∙(𝑥𝑖+1−𝑥𝑖,𝑦𝑖+1−𝑦𝑖)

𝑇

‖𝑥𝑖−𝑥𝑖−1,𝑦𝑖−𝑦𝑖−1‖∙‖𝑥𝑖+1−𝑥𝑖,𝑦𝑖+1−𝑦𝑖‖
) (15) 

 𝐹2
𝑖 = {

0,⁡⁡⁡⁡⁡𝑖𝑓⁡𝛾𝑖 ≤ 𝛾𝑚𝑎𝑥⁡
𝑘𝑡 ∙ 𝛾𝑖 ,⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (16) 

 𝐹2 = ∑ 𝐹2
𝑖𝑛−1

𝑖=2  (17) 

where ‖∙‖ denotes the L2 norm operation, and 𝑘𝑡  and 

𝛾𝑚𝑎𝑥 are the coefficient and threshold of turning angle, 

respectively. 

The climbing angle 𝜃𝑖  is the angle between path 

segment 𝑃𝑖𝑃𝑖+1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ and its projection on the horizontal plane, 

which is described by (21). The climbing cost function is 

given by (24). 

 𝜃𝑖 = 𝑎𝑟𝑐𝑡𝑎𝑛(
|𝑧𝑖+1−𝑧𝑖|

‖𝑃𝑖
′𝑃𝑖+1

′′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ‖
) (18) 

 𝜃𝑖 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
|𝑧𝑖+1−𝑧𝑖|

‖(𝑥𝑖−𝑥𝑖+1,𝑦𝑖−𝑦𝑖+1)‖
) (19) 

 𝐹3
𝑖 = {

0,⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝜃𝑖 ≤ 𝜃𝑚𝑎𝑥

𝑘𝑐 ∙ 𝜃𝑖 ,⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (20) 

 𝐹3 = ∑ 𝐹3
𝑖𝑛−1

𝑖=1  (21) 

where 𝑘𝑐 and 𝜃𝑚𝑎𝑥 are the coefficient and threshold of 

climbing angle, respectively. 
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Fig. 3 UAV performance constraints 

Considering geographic and UAV performance 

constraints, the feasible flight height of UAV is also 

critical for path planning. Let the minimum and 

maximum heights be ℎ𝑚𝑖𝑛 and ℎ𝑚𝑎𝑥, respectively. The 

height cost function of the path is computed as: 

𝐹4
𝑖 = {

0,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡ℎ𝑚𝑖𝑛 ≤ 𝑧𝑖 ≤ ℎ𝑚𝑎𝑥

𝑘ℎ ∙ max(𝑧𝑖 − ℎ𝑚𝑎𝑥 , ℎ𝑚𝑖𝑛 − 𝑧𝑖), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(22) 

 𝐹4 = ∑ 𝐹4
𝑖𝑛

𝑖=1  (23) 

where 𝑘ℎ is the coefficients of flight height.  

Taking into the length, environment, and UAV 

performance constraints for the path P, the overall cost 

function can be defined as: 

 𝐹(𝑃) = ∑ 𝐹𝑡(𝑃)4
𝑡=1  (24) 

3.2. CGSA for UAV path planning 

Owing to randomness, ergodicity, and sensitivity to the 

initial value, the chaotic system has the advantage of 

global optimization. As described in Section II.B, K is 

also the number of forces exerting on an agent, which has 

an important impact on exploration and exploitation. To 

better balance the exploration and exploitation, chaotic 

GSA is proposed, where Kbest function has the chaotic 

behavior of the sine map, just as shown in (26). 

 𝑥(𝑡) = 𝑟 ∙ sin⁡(𝜋 ∙ 𝑥(𝑡 − 1)) (25) 

 𝐾(𝑡) = 𝑓 + |𝑥(𝑡)| ∙ (
𝑇−𝑡

𝑇
) ∙ (𝑁 − 𝑓) (26) 

where f stands for the percent of agents that apply force 

to others, N is the population size. 

According to the above analysis, the flow chart of our 

proposed CGSA for path planning is exhibited in Fig. 4, 

and the implementation steps can be described as 

follows: 

Step 1: Initialize algorithm parameters, the population 

size N, the gravitational constant 𝐺0 and 𝛼, initialize the 

positions of all agents randomly and set the maximum 

number of iterations T; 

Step 2: Evaluate the overall cost function or fitness of 

each agent in the population using (24); 

Step 3: Calculate the mass of each agent by (3); 
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Step 4: Update the gravitational constant G and 𝐾𝑏𝑒𝑠𝑡 

using (6) and (26), respectively and compute the total 

force of each agent according to (7); 

Step 5: Compute the acceleration of each agent by (8), 

and update the velocity and position of agents as per (9) 

and (10), respectively; 

Step 6: Check whether the iteration termination 

condition is met. If yes, go to Step 7, else set 𝑖 = 𝑖 + 1 

and return to Step 2; 

Step 7: Stop algorithm iteration, and output the best 

solution and fitness. 

End

Start

Initialize parameters  and population

Evaluate the overall cost for each agent

Calculate the mass M  for each agent

Update the G and Kbest

Update the acceleration, the velocity and posit ion

Output the best path

Meet the end 

condition?

Yes

No

 
Fig. 4 The flow chart of CGSA algorithm 

4. SIMULATION EXPERIMENTS 

4.1. Parameter setting 

To verify the effectiveness of the proposed algorithm, the 

proposed algorithm CGSA is compared with moth flame 

optimization algorithm (MFO) [15] [16] and GSA [11] in 

two simulation environments. To be fair, all simulation 

experiments are run on the computer with an Intel Core 

i7 2.6GHz and Windows 10; the population size N is set 

as 50, the maximum iteration number T is 3000 for three 

algorithms; 𝐺0 and α are set to 100 and 20 for CGSA and 

GSA, respectively, which are the same as that in [11]. 

The constant b is 1 in MFO, just as in [16]. The 

coefficients 𝑘𝑡, 𝑘𝑐, and 𝑘ℎ are set to 20, 20, and 30. The 

thresholds 𝛾𝑚𝑎𝑥 , 𝜃𝑚𝑎𝑥 , and ℎ𝑚𝑎𝑥  of turning angle, 

climbing angle, and maximum flight height are are equal 

to 60, 45, and 200, and the minimum flight height ℎ𝑚𝑖𝑛 is 

5m higher than the ground level. The value of r for chaos 

coefficient is set to 1. The three algorithms are excuted 

30 times in both environments, and the path results in the 

two environments are analyzed by randomly selecting 

one time from all the results, the statistical results of the 

three algorithms are put at the end. 

4.2. Simple environment 

Assuming that there is only one obstacle in this 

environment, which is called a simple environment. The 

starting point and terminal point are set to (1, 5, 10) and 

(201, 190, 70), respectively. Fig. 5 shows the paths 

optimized by three methods, and the corresponding 

convergence curves are drawn in Fig. 6. From Fig. 5 and 

Fig. 6, it is obvious that the path obtained by CGSA is 

better than that got by MFO and GSA. In terms of the 

convergence curves, the CGSA algorithm converges 

faster than the other algorithms and gets the lowest 

overall cost value. So in this simple environment, CGSA 

performs better than MFO and GSA. In fact, we also find 

that 𝐹2, 𝐹3, and 𝐹4 in the overall cost function are all 0 

for the last obtained paths, which shows that the three 

methods can finally find the path satisfying the 

constraints and the length of the path is the main factor 

affecting their optimality. 

 
Fig. 5 Path planning results of three algorithms in simple 

environment; the green, blue, and red path are obtained by MFO, 

GSA, and CGSA, respectively. 

 
Fig. 6 Convergence curves of three algorithms in simple 

environment 

4.3. Complex environment 

Supposing that there are multiple obstacles in the 
environment, such as mountains and buildings, which is 

viewed as a complex environment. The settings of 
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starting point and terminal point are the same as that in 

simple environment. The paths and convergence curves 

obtained are potted in Fig. 7 and Fig. 8, respectively. The 

path got by CGSA is shorter and smoother than that 

obtained by MFO and GSA. At the same time, the 

convergence speed of CGSA is the fastest and its cost 

value is the smallest. Therefore, the performance of 

CGSA is the best in this environment. Just like that in 

simple environment, the path length becomes the major 

contributor affecting the optimality for the last obtained 

path. 

 

Fig. 7 Path planning results of three algorithms in complex 

environment; the green, blue, and red path are obtained by MFO, 

GSA, and CGSA, respectively. 

 
Fig. 8 Convergence curves of three algorithms in complex 

environment 

After the three algorithms are run 30 times in two 

environments, the mean and standard deviation (Std) of 

overall cost values are shown in Table 1. It is obvious 

that the mean and Std of CGSA are much smaller than 

the results of MFO and GSA. Therefore, the proposed 

CGSA has better effectiveness and robustness than MFO 

and GSA for path planning in these two environments. 

 

 
Table 1 Comparison of simulation results of three algorithms 

Environment 
MFO GSA CGSA 

Mean Std Mean Std Mean Std 

Simple 

environment 
316.9510 13.1586 313.6128 1.8159 287.8801 1.3560 

Complex 

environment 
325.2160 10.4573 314.7781 1.8197 304.2916 1.1928 

 

 

5. CONCLUSIONS 

This paper presents a CGSA algorithm for UAV path 

planning in 3D environment. In CGSA, the sine map is 

used to determine the number of agents acting on each 

other in GSA, which can better balance exploration and 

exploitation. Then, the UAV can obtain the optimal path 

by connecting the selected nodes while considering the 

path length, turning angle, climbing angle, and flight 

height. The simulation results clearly show that the 

CGSA has faster convergence and stronger stability in 

UAV path planning than MFO and GSA algorithm. Our 

future works will focus on the path planning of multiple 

UAVs considering the security constraints of UAVs, and 

use the benchmark to test CGSA. 
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