
A combined prediction model based on double echo state network with improved immune genetic algorithm(IIGA) 

The 7th International Workshop on Advanced Computational Intelligence and Intelligent Informatics (IWACIII2021) 

Beijing, China, Oct.31-Nov.3, 2021 

 

1 

Abstract: To improve the prediction accuracy of key 

variables in the industrial process, a combined 

prediction model based on a double-reservoir echo 

state network with improved immune genetic 

algorithm(IIGA) is proposed. Firstly, a double-

reservoir ESN(DESN) model is established, then 

partial least squares (PLS) is introduced to calculate 

the output weight of DESN model to enhance the 

ability to deal with multiple correlation issues; 

Secondly, in order to reduce the parameters 

randomness in double-reservoir and prevent the local 

optimization. IIGA is proposed to optimize the 

reservoir parameters, which introduces the opposite 

operator to expand the search range. Based on the 

above, a combined prediction model IIGA-DESN-

PLS is proposed; Third, the proposed IIGA is verified 

by the Griewank function. And the proposed 

combined prediction model is applied to the purified 

terephthalic acid (PTA) solvent system. The 

comparison results show that the combined 

prediction model has higher prediction accuracy and 

provides certain guidance for predicting key 

variables of industrial process.  
 

Keywords: Combined Prediction Model, Double-
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1.   INTRODUCTION  

With the increasing complexity of industrial process, 

more demand has put forward to a higher-precision 

prediction model to monitor and predict the key process 

variables. In recent years, with the wide application of 

Echo State Networks (ESN) [1-3], more achievements 

have been made to predict complex time series. ESN uses 

the reservoir to replace the hidden layer in the network 

structure [4], contributing to a simpler model and less 

training calculation time [5]. While, as the reservoir is 

similar to a 'black box', the final result is not stable [6]. 

Zhang et al. proposed a high-precision self-organizing 

deep belief module ESN (SDBMESN) [7] with good 

prediction performance and robustness. However, the 

efficiency is significantly reduced because the deep 

network needs a lot of data and long training time. Hua 

et al. transformed ESN into multi-input multi-output 

ESN (MIMO-ESN) [8], which significantly improved the 

prediction accuracy of ESN, but this method did not 

fundamentally solve unstable factors of ESN reservoir. 

Li et al. [9] proposed that multiple ESN reservoirs were 

connected in series to improve the prediction accuracy, 

but it did not ameliorate the training process failed to 

optimize the results. Zhong et al. proposed a genetic 

algorithm(GA)-based DESN with higher accuracy. 

However, GA algorithms often trap into local extrema, 

the optimization efficiency is always not satisfactory [12]. 

Wang et al. [13] proposed that the ESN-PLS model 

trained the output weights by partial least squares(PLS), 

obtaining a better output weight matrix. However, due to 

the constant parameters, the prediction accuracy would 

be limited. 

Therefore, this paper proposes a combined prediction 

model based on a double-reservoir echo state network 

with improved immune genetic algorithm(IIGA), namely 

IIGA-DESN-PLS, in which partial least squares (PLS) is 

introduced to calculate output weights of DESN and 

improved immune genetic algorithm (IIGA) is proposed 

to optimize the reservoir parameters. First, the DESN 

model is established. Second, PLS is introduced to 

calculate the output weights of DESN, so as to reduce the 

coupling effect in reservoir. Third, in order to prevent the 

problem of trapping into local extreme values, IIGA is 

proposed to generate the opposite operators to expand the 

search range of parameters. Finally, simulation 

experiment is made by Griewank function and Purified 

Terephthalic Acid (PTA) solvent system [14], the 

comparison results show that the combined prediction 

model has higher accuracy and provides an effective way 

to monitor and predict the key variables in industrial 

process. 

2. PRELIMINARIES 

2.1. DESN     

DESN is a kind of recurrent neural network, which has 
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two input layers, double reservoirs and one output layer. 

This structure can enrich the network’s diversity, and the 

double-reservoir can reduce the influence of random 

generation of reservoir weight matrix. The structure chart 

of DESN is shown in Fig.1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Fig.1,u(t) is the input value,R1 and R2 are the two 

reservoirs. 𝑊𝑜𝑢𝑡 is the output weight 

matrix,  𝑊𝑜𝑢𝑡1, 𝑊𝑜𝑢𝑡2 ∈ 𝑅𝐿(𝑁1∗𝐾) .  𝑤𝑖𝑛
1 , and 𝑤𝑖𝑛

2 are the 

input weight matrix,  𝑤𝑖𝑛
1 , 𝑤𝑖𝑛

2 ∈ 𝑅𝑁1∗𝐾 . 𝑊𝑏𝑎𝑐𝑘  is the 

output feedback weight matrix.  K  is the input 

dimension. 𝐿 is the number of output layers. 𝑁1and 𝑁2 

are the number of neurons in the reservoir 

R1 and R2 .Assuming that system input is U  and the 

system output is Y . Y = X ∗ 𝑊𝑜𝑢𝑡 , X  is the state 

collection matrix, 𝑊𝑜𝑢𝑡 is the output weight matrix. At t 

time, the input is expressed by formula (1), the state 

matrix is expressed by formula (2), the output is 

expressed by formula (3). 
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In the formula, u(t) is the input value.  Set time 𝑞 as the 

forgetting point, and set time (𝑞 + 1) as the starting point 

of the system. 
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where x1 and x2 are the state matrix, 𝑓is the excitation 

function, IS is the unit scale, 𝑊1, 𝑊2 ∈ 𝑅𝑁1∗𝑁1 are the 

weight matrices of the reservoirs.  
  

𝑦(𝑡) = 𝑓𝑜(𝑊𝑜𝑢𝑡1(𝑢1(𝑡), 𝑥1(𝑡)) + 𝑊𝑜𝑢𝑡2(𝑢2(𝑡), 𝑥2(𝑡)))(3) 

 

where 𝑦(𝑡) is the output value, 𝑓𝑜is the output excitation 

function. DESN only needs to train the output weights. 

2.2. Immune genetic algorithm(IGA) 

Immune genetic algorithm(IGA) [15] is an improved 

genetic algorithm based on the biological immune 

mechanism. Its antigen is equivalent to the objective 

function, and the antibody is equivalent to the problem to 

be solved. The IGA is implemented through operators 

which includes affinity evaluation operator, antibody 

concentration evaluation operator, incentive calculation 

operator, immune selection operator, mutation operator, 

clone suppression operator and population update 

operator, etc.                                                                                    

IGA retains the characteristics of genetic algorithm's 

random global parallel search and avoids immature 

convergence to a considerable extent. Assuming that the 

immune system is composed of 𝑁 antibodies, the length 

of each antibody gene is 𝑀, and the symbol set size is 𝑆. 

The two basic concepts of IGA are as below: 

(1) Diversity 

The difference between individuals is expressed by 

Shannon's average information entropy H(N),  

            𝐻(𝑁) =
1

𝑀
∑ 𝐻𝑗(𝑁)𝑀

𝑗=1                             (4) 

where 𝐻𝑗(𝑁) is the jth gene’s information entropy. 

(2) Similarity 

Similarity 𝐴𝑖𝑗  is the similarity degree  between the 

𝑖𝑡ℎand 𝑗𝑡ℎ antibodies. 

𝐴𝑖𝑗 =
1

1+𝐻(2)
                                (5)

where 𝐻(2) is the average information entropy of the ith 

and jth antibodies. Extend the concept of similarity 

between two antibodies to the entire group, and take its 

group similarity as A(N) and its definition as follows: 

                                    𝐴(𝑁) =
1

1+𝐻(𝑁)
                            (6) 

𝐴(𝑁) represents the overall similarity of the entire group. 

The larger the A is, the lower the diversity of the group 

is. The smaller the 𝐴(𝑁) is, the higher the diversity of the 

group is. 

3.  A COMBINED PREDICTION MODEL 

BASED ON DESN-PLS WITH IIGA  

3.1. Prediction model of DESN-PLS  

The traditional DESN trains the output weight by using 

the generalized inverse method. It is noted that the output 

weights obtained often make the final result lower in 

accuracy. In this paper, PLS is introduced to DESN 

which can effectively solve the multiple correlation 

problem well during the calculation of output weight 

matrix.  

The model uses PLS to find the connection matrix (𝑊𝑜𝑢𝑡) 

between the reservoir and the output matrix. In a general 

regression model, if there is a set of dependent variables 

Y = (𝑦1, … , 𝑦𝑞) and a set of independent variables X =

(𝑥1, … , 𝑥𝑞), PLS is described by formula (7). 

𝑌̃ = 𝑋(𝑋𝑇𝑋)−1𝑋𝑇𝑌                             (7) 

where 𝑌̃ is the estimation of 𝑌. 

The specific steps of PLS to get the output weight matrix 

are as follows: 

i. The state matrix X and the output matrix Y are used 
to construct the matrix pz, and the standardized 

 
Fig.1 Structure chart of DESN 
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matrix pz extracts matrices of the input e0 and the 
output f0. 

ii. Construct the least square matrix V, let the number 
of matrix columns n is the number of iterations, and 
obtain the transformation matrix W. 

iii. By obtaining and sorting the eigenvalues of the 
matrix pz, the eigenvectors and coefficients 
corresponding to the eigenvalues are assigned to the 
transformation matrix W. The transformation 
matrix W* is obtained after n iterations. 

iv. Denormalize the obtained transformation matrix to 

obtain 𝑊𝑜𝑢𝑡. 

3.2. IIGA for parameters optimization of DESN-

PLS  

To some extent, the reservoir parameters in DESN-PLS 

will determine the final performance of the network. The 

number of neurons would affect the fitting situation in the 

reserve pool. If the sparseness SD is too large, the internal 

disorder of the reservoir will affect the prediction effect. 

Therefore, network parameters need to be optimized. 

Although the traditional IGA is very mature, it will still 

easily trap into the local extreme value. Therefore, this 

paper introduces the idea of cooperative search with 

multiple operators. Four parameters (Scale factor, 

Sparsity, Unit size, Number of reservoir’s neurons) of the 

reservoir are selected as the optimization target. The root 

mean square error (RMSE) obtained from training is used 

as the affinity evaluation operator.  Moreover, inspiring 

by the mutation operator and adding opposite operator, 

which make the system generate a new population to 

prevent the occurrence of local optimal. Totally, there are 

clone operator, mutation operator, opposite operator and 

population update operator searching for the optimal 

values of the four parameters. In this way, it obviously 

expands the search range of the population and prevents 

the algorithm from trapping into local extremum. The 

flowchart of IIGA-DESN-PLS model is exhibited in 

Fig.3. The algorithm steps are as follows: 
i. Initialize the population, calculate the affinities of N 

individuals (root mean square error), then calculate 
the antibody concentration and incentive degree by 
formula (8) and formula (9) respectively. 
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indicates the 

similarity among antibodies, which can be expressed by 
formula (10): 
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where iab is the i-th antibody in the population    

),( ji ababaff  is the affinity between the ith and jth 

antibody. s  is the similarity threshold. 

ii. Sort the incentives of the population in ascending 
order. The conventional IGA is to perform mutation 
operations on the first half of the population. The 
IIGA introduces the opposite operator. The most 
significant difference between the opposite operator 
and the mutation operator is that the opposite 
operator generates new individuals through 
mutation, which will perform randomness on each 
component of the individual. It can be found that the 
opposite operator expands the search scope of the 
parameters, and avoids the population falling into 
the local optimal value. The formula for using 
mutation operator to generate new parameters is 
shown in formula (11), and the formula for using the 
opposite operator to generate new parameters is 
shown in the following formula (12): 


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where jiab ,   is the 𝑗𝑡ℎ individual of the antibody iab , δ is 

the defined neighborhood range which can be set randomly, 
rand is the random number function generated in the range 
of (0,1), and P𝑚 is the mutation probability. 
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where mjiab ,, is the jth parameter of the 𝑚th individual of 

the antibody iab . By setting the dimension, each component 

of the individual can be changed randomly. In addition, the 
mutation probability is set to 1, so that the individual 
mutation will occur. In order to ensure the effectiveness of 
each obtained operator, set the boundary. If it exceeds the 
maximum, the new parameter generated is equal to the 
maximum of the parameter, and if it is lower than the 
minimum, the new parameter generated is equal to the 
minimum of the parameter. 

iii. N new populations are obtained through mutation 
operator and opposite operator in the proposed IIGA 
algorithm, and the population incentive degree is 
calculated. 

iv. Refresh the population N, and the corresponding 
update formula for refreshing is formula (13). The 
incentive degree of N individuals is obtained by 
formula (9), the population retains the first N/2 
individuals with high incentives, refreshes the N/2 
individuals with low incentives to expand the new 
feasible solution field. 
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    𝑏𝑓（𝑖） = rand（1，
𝑁

2
） ∗ 𝑋𝑠（𝑖）             (13) 

where bf(i) is the 𝑖𝑡ℎ component of the population, and Xs(i) 

is the upper limit of the 𝑖𝑡ℎ component. 

v. Calculate the incentive degree of the refreshed 
population, sort the incentive degree with the 
previously obtained population, and keep the 
individual with the highest incentive degree 
recorded as bfbest(i). 

vi. Repeat steps 2 to 5 for an iterative loop and keep the 
most motivated individual recorded as bfbest. 

vii. Bring the final optimized parameter (bfbest) into the 
DESN-PLS network model for regression 
generalization prediction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. CASE STUDY 

In order to verify the effectiveness of the improved 

immune genetic algorithm (IIGA), this study uses the 

Griewank function for verification. The Griewank 

function is a commonly used function to verify the 

efficiency of the optimized function. Since this function 

has multiple local minima, it can be used to test whether 

the optimized function will trap into local extremum or 

not. The minimum of the function is 0. The formula of 

Griewank function is shown in formula (14): 
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First, standard Immune Genetic Algorithm (IGA), 

Standard Particle Swarm Algorithm (PSO) and IIGA are 

used to optimize the Griewank function iteratively. The 

number of immune individuals and the population size of 

the particle swarm both set as 50. The maximum immune 

algebra and particle swarm evolution number are set to 

30 times, and the fitness function is set to the Griewank 

function. The e results of experiment are shown in Fig.4. 
 
 

 

 

 

 

 

 

 

 

 

 

As shown in Fig.4, PSO has a slower convergence speed 
due to its small search range. Comparing with PSO, IGA 
converges faster, but it is still slower than IIGA. 
Obviously, the proposed IIGA can converge faster to 
obtain the optimal value and effectively prevent the 
algorithm from trapping into local extrema. 

5. EXAMPLE APPLICATION 

To further verify the validity of the IIGA-DESN-PLS 

model, PTA solvent system is used to make the 

simulation experiment. The flow chart of PTA solvent 

system is shown in Fig.5. PTA system is mainly 

composed of a raw material dehydration device (solvent 

dehydration tower), a product n-butyl acetate recovery 

device and a recycling device. In the PTA system, the 

primary substance is acetic acid. Due to its volatility, we 

can not measure the change of acetic acid content directly. 

in general, the conductivity of top tower is measured to 

represent the acetic acid content. 

In this experiment, a total of 260×18 sets of PTA solvent 

system data are collected. 174 sets of data are the model 

training data, and 86 sets are the model test data. Based 

on the IIGA-DESN-PLS, IGA-DESN-PLS, DESN-PLS, 

ESN methods, simulation experiments are carried out, 

and the results are compared and analyzed. For the 

double-reservoir, the 17 sets of inputs of PTA solvent 

system data are divided into flow parameters (the first 9 

columns) and Temperature parameters (the last 8 

columns) respectively, the mutual influence of the two 

types of data is weakened. The IIGA population size is 

50. The experimental results are shown in Fig.6. RMSE 

compares the accuracy of these prediction models and the 

comparison results of model indicators are shown in 

Table 1. 

 

 
 

Fig.3 Flow chart of IIGA-DESN-PLS prediction model 
 

Start

The data is normalized and divided into 
training and test data sets.

Initialization : Determining the number of nodes and the 
original population N, calculating the number of iteration 
times of excitation sorting, Der, etc. And setting Der =0;

Der≥Dermax

A new population is generated by 
mutation and opposite operators.

NO

The new population is ranked by the 
calculation of incentive degree. The 

half of population with high incentive 
degree is retained, and the remains  

are refreshed.

 The incentive degree of the obtained 
new population is sorted. And the 

individual with the highest retention is 
denoted as bfbest(Der).

Der=Der+1

The parameters of the reservoir 
corresponding to the highest excitation 

degree are found.

Yes

The parameters are input to DESN-PLS 
training network, and the output weight 

matrix is calculated.

The normalized output is obtained 
according to the training weight matrix, 
and the evaluation index is obtained to  

comparatively analyze.

End

 
Fig.4 Comparison chart of optimization results 
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Fig.5 Flow chart of PTA solvent system 

 

Table 1. Comparison result of prediction accuracy 

 

 
Fig.6 Comparison result of different prediction models  

 

From Table 1, the proposed IIGA-DESN-PLS model has 

higher prediction accuracy. Form Fig.6, the model output 

by the proposed IIGA-DESN-PLS model is closer to real 

data.  

6.CONCLUSION 

This paper proposes a combined prediction model based 

on a double-reservoir echo state network(DESN) with 

improved immune genetic algorithm(IIGA) for industrial 

processes. Firstly, a DESN model is established. And 

PLS is introduced to calculate the output weights of 

DESN to resolve the multiple correlations of variables. 

Secondly, in order to optimize the parameters of reservoir, 

IIGA is proposed, which introduces the opposite operator 

to expand the parameter search range. Then, a combined 

IIGA-DESN-PLS prediction model is formed. Finally, 

the performance of IIGA is evaluated by Griewank 

function. And a simulation experiment on PTA solvent 

system is made to illustrate the effectiveness of the 

proposed combined prediction model. The comparison 

results show the IIGA-DESN-PLS combined prediction 

model has higher accuracy and can provide the guidance 

to the prediction of key variable for complex industrial 

process. 
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Model 

 

Indicator 
IIGA-DESN-PLS IGA-DESN-PLS DESN-PLS ESN 

RMSE 0.277 0.306 0.348 0.535 

 


