Anomaly detection is one of the most important tasks in industrial production, and it is a crucial aspect for both safety and efficiency of modern process industries. However, due to the high-dimensional characteristics of time series perception data and the difficulty of data labeling in actual production, there is still a lack of effective anomaly detection methods in industrial scenarios. To solve the above challenges, this research proposes an unsupervised learning method based on a hybrid model of Variational Autoencoder (VAE) and Long Short-term Memory (LSTM). First of all, high-dimensional industrial data is processed by VAE, not only achieves dimensionality reduction and feature extraction, but also reduces the impact of noise. Then the LSTM network is exploited to mine the temporal features of the industrial data and predict the subsequent change trend. Finally, when the difference between the predicted data and the actual measured data exceeds a certain threshold, the production process can be considered abnormal.
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1. Introduction

In large-scale industrial production, the equipment is always operated under certain conditions to ensure that the products produced have the same quality and function. However, the quality of products may be affected by equipment aging and other abnormal conditions, even cause serious accidents. Therefore, it is very important to monitor the industrial production process and detect anomaly conditions to ensure product quality and carry out preventive maintenance to reduce losses [5]. With the rapid development of industrial Internet, modern industrial manufacturing system has realized the perception and recording of the production status, environment and process, and accumulated a large amount of industrial data through sensors, controllers, intelligent instruments and other monitoring equipment. [8].

It has become a mainstream method to monitor the running state of equipment and detect potential abnormal events with the help of time-series sensing data collected by industrial sensors [14]. On the one hand, industrial production is a continuous behavior. On the other hand, the monitoring equipment of industrial production is highly diversified, and the accumulated industrial data is a typical multi-dimensional time-series data. Therefore, anomaly detection based on multi-dimensional time-series data has received great attention in the field of industrial production. Liu et al. [15] proposed a new deep anomaly detection framework based on on-device federated learning for the time series data perception of the Industrial Internet of Things, and adopted an attention-mechanism-based convolutional neural networked long and short time memory (AMCNN-LSTM) model to accurately detect anomalies. Hsieh et al. [9] studied a case of anomaly detection in intelligent manufacturing. Using the real data collected from the sensing equipment of the factory production line, in order to overcome the limited and irregular anomaly patterns in the multivariable sensor data, an unsupervised real-time anomaly detection algorithm based on the LSTM autoencoder was proposed. Nearly 90% accuracy was achieved in both accuracy and recall rates. Quatrini et al. [18] proposed a two-step industrial process anomaly detection method using machine learning classification algorithm. Starting with the real-time collection of process data, the first step identifies the ongoing process phase, the second step classifies the input data as “expected”, "warning" or "critical” and validates the proposed anomaly detection approach in a real-world case study in the pharmaceutical industry.

Despite lots efforts have been paid, anomaly detection of multidimensional time-series data for industrial production is a very challenging task, mainly due to: 1) There is potential correlation and mutual influence between different dimensions of data, which makes it more difficult to detect and identify abnormal patterns [27]; 2) Industrial big data has a series of characteristics, such as large volume, multi-
source heterogeneous, strong dynamic, etc., making data processing more difficult [20]; 3) The analysis and processing of industrial sensing data rely on a large amount of expert experience, and large-scale annotation of data is a costly work, which also makes the method of supervised learning difficult to achieve [24].

Aiming to solve the above challenges, this study proposed a VAE and LSTM based unsupervised learning method for industrial anomaly detection. First, VAE is leveraged to encode high-dimensional data to reduce the influence of sensor noise on monitoring results while achieving data reduction and feature selection. The LSTM is then exploited to predict subsequent trends based on historical data, and abnormal events are considered when the predicted value and the actual measured value exceed a certain threshold. In the constructed VAE-LSTM hybrid model, VAE first encodes the original input information, and then decodes it. The difference between the decoded information and the original input information is used to guide the network training. This process does not rely on manual annotation of data. In addition, LSTM only predicts the trend of subsequent data based on the historical data itself, and also does not require manual annotation. Thus, the method proposed in this study is an unsupervised method, which can effectively avoid the consumption of human resources and cost caused by the need for expert annotation. The contributions of this study can be summarized as:

- An unsupervised learning method based on VAE-LSTM hybrid model for industrial anomaly detection is proposed.
- VAE is utilized to map high dimensional data into low vector space and to dig for potential correlation.
- LSTM is exploited to mine temporal features of data based on historical data and predict the trend of subsequent data.
- The experimental results show that the proposed method outperforms the existing methods.

2. Related works

2.1. Anomaly detection

The existing research shows that it is feasible to detect abnormal events based on high-dimensional industrial time series data analysis. Kanawaday and Sane [12] deployed a variety of sensors in production equipment to collect timing data, and use this data to predict failures and optimize the manufacturing process. They reviewed the development history of anomaly detection and divided anomaly detection methods into traditional detection methods, supervised learning based detection methods and unsupervised learning based detection methods.

Traditional anomaly detection methods, such as KNN [1], local anomaly factor LOF algorithm [3], and connection-based anomaly point factor COF algorithm [25], distinguish normal and abnormal data by the similarity between samples. However, these methods have the limitations of high computational complexity and high rate of missed detection, and are not suitable for high-dimensional data.

To deal with these problems, researchers have introduced supervised machine learning. Griffin et al. [7] proposed an approach based on neural networks and decision tree, which is used to detect anomalies in multiple processing processes, opening the door for control implementation. Nanduri et al. [17] built an application of a recurrent neural network (RNN) with LSTM and a gated recurrent unit (GRU) structure to detect abnormal events from multivariate time series data collected from aircraft flight data recorder (FDR) or flight operation quality assurance (FOQA) data. Unknown anomalous patterns in the data can be detected through semi-supervised or unsupervised learning. Janssens [10] proposed a feature learning model for rotating machinery state monitoring based on convolutional neural network. The objective of this method is to learn the useful features of bearing fault detection from the data itself. The results show that the performance of the feature learning system based on Convolutional Neural Network (CNN) is obviously better than the classical feature engineering method based on manual feature design and random forest classifier, and the accuracy rate reaches 87.25%. With supervised learning method, the model can learn the difference between normal data and abnormal data, which can effectively improve the accuracy of anomaly detection. Any monitoring method will inevitably require some or all of the data annotated information. However, in practical application, a common difficulty is that the historical data is completely or mostly not annotated and the annotation cost is too high.

To solve these problems, researchers have proposed some unsupervised anomaly detection methods [2, 4, 6, 11, 13, 16, 22]. Anuruthnath et al. [2] applied several unsupervised learning methods to anomaly detection, such as K-means and fuzzy C-means clustering. Anomaly detection by these methods can be defined as the process of identifying deviations from standard behavior, which is also the most common detection method of unsupervised anomaly detection. Diez et al. [4] proposed an anomaly detection method based on One-class SVM, which obtained the anomaly score based on the distance between the sample and the separation hyperplane, so as to detect the anomaly in the sensor data. Joshi et al. [11] proposed anomaly detection based on Hidden Markov Model (HMM), which established HMM...
by extracting features and calculating the anomaly probability in the state sequence generated by the model. Traditional unsupervised anomaly detection methods all need to solve a practical and basic problem, that is, to determine its structure, that is, to find a way to adjust model parameters, but there is no good way to solve this problem. Feng et al. [6] proposed a dynamic autoregressive comprehensive moving average model (DARIMA), which established a prediction model through the correlation between time series data and judged the abnormal results according to the threshold value. It was mainly applied to short-term prediction and could extract the short-term time series dependence relationship in the data. Serdio et al. [22] proposed an anomaly detection method for coal plants in power plants based on continuous learning fuzzy model and dynamic residual analysis, and no anomaly labeling was required with this model. Kingma [13] applied the variational autoencoder (VAE) to analyze the residuals of the reconstructed data and the source data to detect abnormalities through the reconstruction data. Lu et al. [16] constructed a stacked autoencoder and its variant VAE based on a series of autoencoders. The use of a layered method for deep network structure learning is conducive to obtaining high-level feature representations of complex sensory signals. And these high-level feature representations can be processed as the input of subsequent fault classifiers through an unsupervised learning model. However, the traditional unsupervised learning method has a poor effect on the high-dimensional time-series data, while in the real industrial production process, most of the data obtained are characterized by high dimension and high dynamic.

Traditional stacked autoencoders can process high-dimensional data, but the effect is not good in time series data, while LSTM network can effectively extract the time series characteristics of data. By combining the characteristics of VAE and LSTM network, the network architecture based on the LSTM and VAE unsupervised detection model autoencoder can process multi-dimensional nonlinear data and learn the normal behavior of unlabeled data sets.

2.2. Evaluation metric

As for anomaly detection, the recognition rate and misjudgment rate of abnormal events are the focus of attention, the following indexes can be used to evaluate the advantages and disadvantages of the model. The recognition rate of exceptional events can be expressed as
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In the whole process of VAE coding and decoding, the high-dimensional sensing data are gradually reduced and selected through multi-layer neural network, which can effectively screen out the factors that have a greater impact on the representation of the state of the production process and ignore the secondary effects. Therefore, the model is robust to noises, missing values and errors that are widely existed in actual production. After that, LSTM unit is used to model the coding vector on the time sequence and mine the time sequence correlation relationship, so as to realize the extraction and encoding of the time sequence information and generate the prediction result embedded vector in the potential semantic space of corresponding time sequence features. The architecture of the LSTM is illustrated in Fig. 2. The basic structure of LSTM is made up of cells, and a cell is composed of several gates, including forget gate, memory gate and output gate.

The task of the forget gate is to take a long term memory $C_{t-1}$ (the output from the previous cell module) and decide which parts of the formula to keep and forget, which can be expressed as

$$f_t = \sigma (W_f \cdot [h_{t-1}, x_t] + b_f) \quad \ldots \ldots \ldots \ldots \ldots \quad (8)$$

The purpose of a memory gate is to determine what new information is stored in a cellular state. The memory gate consists of two parts: 1) the Sigmoid layer, which determines what values need to be updated; 2) the Tanh layer, create a new candidate value vector, generate candidate memory. The process can be calculated by

$$i_t = \sigma (W_i \cdot [h_{t-1}, x_t] + b_i) \quad \ldots \ldots \ldots \ldots \ldots \quad (9)$$

$$C_t = \tanh (W_C \cdot [h_{t-1}, x_t] + b_C) \quad \ldots \ldots \ldots \ldots \ldots \quad (10)$$

At this point, the old cell state $C_{t-1}$ has been updated to obtain the value of $C_t$:

$$C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t \quad \ldots \ldots \ldots \ldots \ldots \quad (11)$$
Finally, depending on the state of the cell, the output of the LSTM can be defined. A Sigmoid function is used to determine which part of the cell state needs to be output, and then the cell state is processed through the tanh layer, and the two are multiplied to get the final desired output information.

\[ o_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \quad \ldots \ldots \ldots \quad (12) \]

\[ h_t = o_t \ast \tanh(C_t) \quad \ldots \ldots \ldots \quad (13) \]

4. Experimental results

4.1. Dataset

In this paper, an experiment is conducted based on a real data set from a human-computer integration workshop. The workshop is a continuous industrial production process, during which all kinds of anomalies (such as mechanical failure, personnel misoperation, etc.) may occur. The data set contains data collected from multiple sensors on the production line at a frequency of 0.5Hz. Therefore, the sensor data collected is a multi-dimensional time series data, including 18,398 samples. In addition, the dataset provides annotated information of exception events, including 124 moments when exceptions were annotated. The fields of the data are as follows:

- \( t \): The timestamp represents the time when the data was collected
- \( x_1 - x_{27} \): Characteristic variables represent readings taken from different sensors, including device status and operating status, etc.

It should be noted that, for the consideration of information security and other perspectives, all the data are desensitized. It is not the data of the original sensor, but contains the basic characteristics of the running state of the device.

4.2. Experimental details

In the experiment, 10 moments of industrial sensor parameters are used as input to predict the parameter value at the 11th moment. The initial learning rate was \( 1.5 \times 10^{-3} \), and the decay rate was set as 0.1 per 1000 iterations. SGD was selected as the training optimizer, and the momentum was 0.9. The activation function of the hidden layer was the rectified linear unit (ReLu) function and the activation function of the output layer was the linear function. All the experiments were conducted on the Pytorch deep learning framework and open source libraries such as mmdetection, python-opencv, and skimage under the ubuntu 16.04 operating system and Visual Studio Code environment. The hardware configurations were CPU: Intel(R) Core i7-9750H; memory: 16.0 GB; GPU: Nvidia Geforce GTX 1660 Ti. The programming language was python 3.6 and the integrated development environment was Anaconda 3.

Meanwhile, the method proposed in this study was compared with some existing studies, including Autoregressive Integrated Moving Average model (ARIMA) [23], One-Class Support Vector Machine (OC-SVM), Interpreting Random Forests (iForest) [26], AutoEncoder and LSTM (AE-LSTM) [19] and Deep Autoregressive Recurrent (DeepAR) [21]. Fig. 3 visualizes the reconstruction results of VAE in a certain dimension and Fig. 4 shows the performance of the proposed model for the prediction of data from a certain sensor.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision(%)</th>
<th>Recall(%)</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA</td>
<td>67.31</td>
<td>45.78</td>
<td>54.50</td>
</tr>
<tr>
<td>OC-SVM</td>
<td>35.49</td>
<td>62.04</td>
<td>45.15</td>
</tr>
<tr>
<td>iForest</td>
<td>71.82</td>
<td>66.6</td>
<td>69.11</td>
</tr>
<tr>
<td>AE-LSTM</td>
<td>94.55</td>
<td>92.49</td>
<td>93.51</td>
</tr>
<tr>
<td>DeepAR</td>
<td>98.07</td>
<td>96.73</td>
<td>97.40</td>
</tr>
<tr>
<td>VAE-LSTM</td>
<td>97.56</td>
<td>99.31</td>
<td>98.43</td>
</tr>
</tbody>
</table>

Table 1. Experimental results of the comparison experiment

Fig. 3. Difference between reconstructed result and the original input

Fig. 4. Predicted result of the hybrid model on a single sensor
5. Conclusion

In this study, an unsupervised industrial anomaly detection method based on VAE and LSTM was proposed. First, the input data is preprocessed into periods of the same length. VAE is then utilized to encode the input high-dimensional data to form a vector in the latent semantic space. Next, LSTM is used to mine the temporal features in the latent semantic space and predict the subsequent trends of sensor values based on this. Finally, when the difference between the predicted results and the actual measured results exceeds a certain threshold, the system is considered abnormal. The experimental results show that the method proposed in this study outperforms the existing research, and can realize the accurate detection of anomalies, which is of great significance.
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