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Anomaly detection is one of the most important tasks
in industrial production, and it is a crucial aspect for
both safety and efficiency of modern process indus-
tries. However, due to the high-dimensional charac-
teristics of time series perception data and the dif-
ficulty of data labeling in actual production, there
is still a lack of effective anomaly detection meth-
ods in industrial scenarios. To solve the above chal-
lenges, this research proposes an unsupervised learn-
ing method based on a hybrid model of Variational
Autoencoder (VAE) and Long Short-term Memory
(LSTM). First of all, high-dimensional industrial
data is processed by VAE, not only achieves dimen-
sionality reduction and feature extraction, but also
reduces the impact of noise. Then the LSTM net-
work is exploited to mine the temporal features of
the industrial data and predict the subsequent change
trend. Finally, when the difference between the pre-
dicted data and the actual measured data exceeds a
certain threshold, the production process can be con-
sidered abnormal.

Keywords: Industrial anomaly detection, Unsuper-
vised learning, Hybrid model, VAE, LSTM

1. Introduction

In large-scale industrial production, the equipment
is always operated under certain conditions to ensure
that the products produced have the same quality
and function. However, the quality of products may
be affected by equipment aging and other abnormal
conditions, even cause serious accidents. Therefore,
it is very important to monitor the industrial pro-
duction process and detect anomaly conditions to en-
sure product quality and carry out preventive main-
tenance to reduce losses [5]. With the rapid develop-
ment of industrial Internet, modern industrial man-
ufacturing system has realized the perception and
recording of the production status, environment and
process, and accumulated a large amount of indus-
trial data through sensors, controllers, intelligent in-
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struments and other monitoring equipment. [8].

It has become a mainstream method to monitor
the running state of equipment and detect potential
abnormal events with the help of time-series sensing
data collected by industrial sensors [14]. On the one
hand, industrial production is a continuous behav-
ior. On the other hand, the monitoring equipment
of industrial production is highly diversified, and
the accumulated industrial data is a typical multi-
dimensional time-series data. Therefore, anomaly de-
tection based on multi-dimensional time-series data
has received great attention in the field of industrial
production. Liu et al. [15] proposed a new deep
anomaly detection framework based on on-device fed-
erated learning for the time series data perception
of the Industrial Internet of Things, and adopted
an attention-mechanism-based convolutional neural
networked long and short time memory (AMCNN-
LSTM) model to accurately detect anomalies. Hsieh
et al. [9] studied a case of anomaly detection in intel-
ligent manufacturing. Using the real data collected
from the sensing equipment of the factory produc-
tion line, in order to overcome the limited and ir-
regular anomaly patterns in the multivariable sen-
sor data, an unsupervised real-time anomaly detec-
tion algorithm based on the LSTM autoencoder was
proposed.Nearly 90% accuracy was achieved in both
accuracy and recall rates. Quatrini et al. [18] pro-
posed a two-step industrial process anomaly detec-
tion method using machine learning classification al-
gorithm. Starting with the real-time collection of pro-
cess data, the first step identifies the ongoing process
phase, the second step classifies the input data as
“expected”, "warning” or "critical” and validates the
proposed anomaly detection approach in a real-world
case study in the pharmaceutical industry.

Despite lots efforts have been paid, anomaly detec-
tion of multidimensional time-series data for indus-
trial production is a very challenging task, mainly
due to: 1) There is potential correlation and mu-
tual influence between different dimensions of data,
which makes it more difficult to detect and identify
abnormal patterns [27]; 2) Industrial big data has a
series of characteristics, such as large volume, multi-
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source heterogeneous, strong dynamic, etc., making
data processing more difficult [20]; 3) The analysis
and processing of industrial sensing data rely on a
large amount of expert experience, and large-scale
annotation of data is a costly work, which also makes
the method of supervised learning difficult to achieve
[24].

Aiming to solve the above challenges, this study
proposed a VAE and LSTM based unsupervised
learning method for industrial anomaly detection.
First, VAE is leveraged to encode high-dimensional
data to reduce the influence of sensor noise on mon-
itoring results while achieving data reduction and
feature selection. The LSTM is then exploited to
predict subsequent trends based on historical data,
and abnormal events are considered when the pre-
dicted value and the actual measured value exceed
a certain threshold. In the constructed VAE-LSTM
hybrid model, VAE first encodes the original input
information, and then decodes it. The difference be-
tween the decoded information and the original input
information is used to guide the network training.
This process does not rely on manual annotation of
data. In addition, LSTM only predicts the trend of
subsequent data based on the historical data itself,
and also does not require manual annotation. Thus,
the method proposed in this study is an unsupervised
method, which can effectively avoid the consumption
of human resources and cost caused by the need for
expert annotation. The contributions of this study
can be summarized as:

e An unsupervised learning method based on
VAE-LSTM hybrid model for industrial anomaly
detection is proposed.

« VAE is utilized to map high dimensional data
into low vector space and to dig for potential
correlation.

o LSTM is exploited to mine temporal features of
data based on historical data and predict the
trend of subsequent data.

o The experimental results show that the proposed
method outperforms the existing methods.

2. Related works

2.1. Anomaly detection

The existing research shows that it is feasible to de-
tect abnormal events based on high-dimensional in-
dustrial time series data analysis. Kanawaday and
Sane [12] deployed a variety of sensors in produc-
tion equipment to collect timing data, and use this
data to predict failures and optimize the manufactur-
ing process. They reviewed the development history
of anomaly detection and divided anomaly detection
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methods into traditional detection methods, super-
vised learning based detection methods and unsuper-
vised learning based detection methods.

Traditional anomaly detection methods, such as
KNN [1], local anomaly factor LOF algorithm [3],
and connection-based anomaly point factor COF al-
gorithm [25], distinguish normal and abnormal data
by the similarity between samples. However, these
methods have the limitations of high computational
complexity and high rate of missed detection, and are
not suitable for high-dimensional data.

To deal with these problems, researchers have in-
troduced supervised machine learning. Griffin et al.
[7] proposed an approach based on neural networks
and decision tree, which is used to detect anomalies
in multiple processing processes, opening the door for
control implementation. Nanduri et al. [17] built an
application of a recurrent neural network (RNN) with
LTSM and a gated recurrent unit (GRU) structure
to detect abnormal events from multivariate time se-
ries data collected from aircraft flight data recorder
(FDR) or flight operation quality assurance (FOQA)
data. Unknown anomalous patterns in the data can
be detected through semi-supervised or unsupervised
learning. Janssens [10] proposed a feature learning
model for rotating machinery state monitoring based
on convolutional neural network. The objective of
this method is to learn the useful features of bear-
ing fault detection from the data itself. The results
show that the performance of the feature learning sys-
tem based on Convolutional Neural Network (CNN)
is obviously better than the classical feature engineer-
ing method based on manual feature design and ran-
dom forest classifier, and the accuracy rate reaches
87.25%. With supervised learning method, the model
can learn the difference between normal data and ab-
normal data, which can effectively improve the accu-
racy of anomaly detection. Any monitoring method
will inevitably require some or all of the data anno-
tated information.However, in practical application,
a common difficulty is that the historical data is com-
pletely or mostly not annotated and the annotation
cost is too high.

To solve these problems, researchers have proposed
some unsupervised anomaly detection methods [2, 4,
6,11,13,16,22]. Amruthnath et al. [2] applied sev-
eral unsupervised learning methods to anomaly de-
tection, such as K-means and fuzzy C-means clus-
tering.Anomaly detection by these methods can be
defined as the process of identifying deviations from
standard behavior, which is also the most common
detection method of unsupervised anomaly detec-
tion. Diez et al. [4] proposed an anomaly detec-
tion method based on Omne-class SVM, which ob-
tained the anomaly score based on the distance be-
tween the sample and the separation hyperplane, so
as to detect the anomaly in the sensor data. Joshi
et al. [11] proposed anomaly detection based on Hid-
den Markov Model (HMM), which established HMM

2 Beijing, China, Oct.31-Nov.3, 2021



by extracting features and calculating the anomaly
probability in the state sequence generated by the
model. Traditional unsupervised anomaly detection
methods all need to solve a practical and basic prob-
lem, that is, to determine its structure, that is, to
find a way to adjust model parameters, but there
is no good way to solve this problem. Feng et al.
[6] proposed a dynamic autoregressive comprehensive
moving average model (DARIMA), which established
a prediction model through the correlation between
time series data and judged the abnormal results ac-
cording to the threshold value. It was mainly ap-
plied to short-term prediction and could extract the
short-term time series dependence relationship in the
data. Serdio et al. [22] proposed an anomaly detec-
tion method for coal plants in power plants based on
continuous learning fuzzy model and dynamic resid-
ual analysis, and no anomaly labeling was required
with this model. Kingma [13] applied the variational
autoencoder (VAE) to analyze the residuals of the
reconstructed data and the source data to detect ab-
normalities through the reconstruction data. Lu et al.
[16] constructed a stacked autoencoder and its vari-
ant VAE based on a series of autoencoders. The use
of a layered method for deep network structure learn-
ing is conducive to obtaining high-level feature rep-
resentations of complex sensory signals. And these
high-level feature representations can be processed
as the input of subsequent fault classifiers through
an unsupervised learning model. However, the tra-
ditional unsupervised learning method has a poor ef-
fect on the high-dimensional time-series data, while
in the real industrial production process, most of the
data obtained are characterized by high dimension
and high dynamic.

Traditional stacked autoencoders can process high-
dimensional data, but the effect is not good in time
series data, while LSTM network can effectively ex-
tract the time series characteristics of data.By com-
bining the characteristics of VAE and LSTM net-
work, the network architecture based on the LSTM
and VAE unsupervised detection model autoencoder
can process multi-dimensional nonlinear data and
learn the normal behavior of unlabeled data sets.

2.2. Evaluation metric

As for anomaly detection, the recognition rate and
misjudgment rate of abnormal events are the focus of
attention, the following indexes can be used to eval-
uate the advantages and disadvantages of the model.
The recognition rate of exceptional events can be ex-
pressed as

TP
TP +FN (1)

The recognition rate for normal conditions is cal-
culated by the following formula

TN
FP+TN

Precision =

Recall = (2)
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The overall performance of the model can be mea-
sured by F1l-score which can be obtained as follows

F1 — score — Z*Pre.c.ision*Recall B
Precision + Recall

where TP is an abnormal event that is accurately
identified, FP is a normal condition that is judged
as an abnormal event, TN is a normal condition that
is accurately identified and FN is an abnormal event
that is misjudged as a normal condition.

3. Method

3.1. Overall scheme

The overall scheme of the proposed VAE-LSTM
hybird method is shown in Fig. 1. First , the col-
lected time series sensing data is divided into a series
of small segments of equal length by the sliding win-
dow. The sensing data is then entered into VAE,
which is encoded by the encoder and reconstructed
by the decoder. Finally, LSTM is used to predict
the trend of subsequent data changes based on VAE
encoded vectors.

3.2. VAE-LSTM hybird model

For the high-dimensional sensing information in
the production process, the VAE model is constructed
to extract the multi-dimensional information from
the adaptation. Suppose that the input data of the
model is the high-dimensional sensing information x
collected in the production process, and the encod-
ing vector z is generated after the encoder gy (z | x).
The whole encoding and decoding process can be ex-
pressed as:

z~Enc(x) =qp(z|x) . . . . . . . . . (4
x~Dec(z)=po(x|z) . . . . . . . . . (5

where the encoder learns the distribution of input
data, maps the input data to the mean p and stan-
dard deviation o of the data distribution, and sam-
ples it in the standard normal distribution to generate
the potential coding vector z.

z=p+0cGe ... ... ... ... (6)

where ® is the Hadamard product. The decoder re-
constructs the underlying variable z to generate the
reconstructed sample. In VAE, the model is opti-
mized by maximizing the evidence lower bound func-
tion

Ly =Eqy(z|x)logpe(x|z) —Dkr (q4(z | x) | pe(2))(7)

where Eqy(z | x) is the logarithmic likelihood estima-
tion of a posteriori probability of x, represents the re-
construction quality. Dgp(x) is KL divergence, which
is used to measure the difference between the approx-
imate posterior distribution and the unit Gaussian
distribution.
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Fig. 1. Overall scheme of the proposed method

In the whole process of VAE coding and decoding,
the high-dimensional sensing data are gradually re-
duced and selected through multi-layer neural net-
work, which can effectively screen out the factors
that have a greater impact on the representation of
the state of the production process and ignore the
secondary effects. Therefore, the model is robust to
noises, missing values and errors that are widely ex-
isted in actual production. After that, LSTM unit is
used to model the coding vector on the time sequence
and mine the time sequence correlation relationship,
so as to realize the extraction and encoding of the
time sequence information and generate the predic-
tion result embedded vector in the potential semantic
space of corresponding time sequence features. The
architecture of the LSTM is illustrated in Fig. 2.
The basic structure of LSTM is made up of cells, and
a cell is composed of several gates, including forget
gate, memory gate and output gate.

The task of the forget gate is to take a long term
memory C;_; (the output from the previous cell mod-
ule) and decide which parts of the formula to keep
and forget, which can be expressed as

f,:o'(Wf-[h,_hx,]—l—bf) e e (8)

The purpose of a memegate is to determine what
new information is stored in a cellular state. The
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Fig. 2. Schematic diagram of the LSTM network

structure

memory gate consists of two parts: 1) the Sigmoid
layer, which determines what values need to be up-
dated; 2) the Tanh layer, create a new candidate
value vector, generate candidate memory. The pro-
cess can be calculated by

= W] £B) - o o e (9)
C’t:tanh(WC-[h,,l,xt]—i—bc) e e (10)

At this point, the old cell state C;_; has been up-
dated to obtain the value of C; :

Ct:‘ft*clfl—f—it*ét . . . . . . . . . (11)
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Finally, depending on the state of the cell, the out-
put of the LSTM can be defined. A Sigmiod function
is used to determine which part of the cell state needs
to be output, and then the cell state is processed
through the tanh layer, and the two are multiplied to
get the final desired output information.

0 = G(Wo [h'tflrxl] +b0> .
hy = o, xtanh (C;)

(12)
(13)

4. Experimental results

4.1. Dataset

In this paper, an experiment is conducted based on
a real data set from a human-computer integration
workshop. The workshop is a continuous industrial
production process, during which all kinds of anoma-
lies (such as mechanical failure, personnel misopera-
tion, etc.) may occur. The data set contains data col-
lected from multiple sensors on the production line at
a frequency of 0.5Hz. Therefore, the sensor data col-
lected is a multi-dimensional time series data, includ-
ing 18,398 samples. In addition, the dataset provides
annotated information of exception events, including
124 moments when exceptions were annotated. The
fields of the data are as follows:

o t: The timestamp represents the time when the
data was collected

o x1 —xp7: Characteristic variables represent read-
ings taken from different sensors, including de-
vice status and operating status, etc.

It should be noted that, for the consideration of
information security and other perspectives, all the
data are desensitized. It is not the data of the original
sensor, but contains the basic characteristics of the
running state of the device.

4.2. Experimental details

In the experiment, 10 moments of industrial sensor
parameters are used as input to predict the param-
eter value at the 11th moment. The initial learn-
ing rate was 1.5 x 1073, and the decay rate was set
as 0.1 per 1000 iterations. SGD was selected as the
training optimizer, and the momentum was 0.9. The
activation function of the hidden layer was the rec-
tified linear unit (ReLu) function and the activation
function of the output layer was the linear function.
All the experiments were conducted on the Pytorch
deep learning framework and open source libraries
such as mmdetection, python-opencv, and skimage
under the ubuntu 16.04 operating system and Visual
Studio Code environment. The hardware configura-
tions were CPU: Intel(R) Core i7-9750H; memory:
16.0 GB; GPU: Nvidia Geforce GTX 1660 Ti. The
programming language was python 3.6 and the inte-
grated development environment was Anaconda 3.
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Meanwhile, the method proposed in this study
was compared with some existing studies, includ-
ing Autoregressive Integrated Moving Average model
(ARIMA) [23], One-Class Support Vector Machine
(OC-SVM), Interpreting Random Forests (iForest)
[26], AutoEncoder and LSTM (AE-LSTM) [19] and
Deep Autoregressive Recurrent (DeepAR) [21]. Fig.
3 visualizes the reconstruction results of VAE in a
certain dimension and Fig. 4 shows the performance
of the proposed model for the prediction of data from
a certain sensor.

Table 1. Experimental results of the comparison ex-

periment
Model Precision(%) Recall(%) Fl-score
ARIMA 67.31 45.78 54.50
OC-SVM 35.49 62.04 45.15
iForest 71.82 66.6 69.11
AE-LSTM 94.55 92.49 93.51
DeepAR 98.07 96.73 97.40
VAE-LSTM 97.56 99.31 98.43

Fig. 3. Difference between reconstructed result and
the original input

31 ol 0z 03 o4 05 06 o7 08 09 10 11

Fig. 4. Predicted result of the hybrid model on a
single sensor
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5. Conclusion

In this study, an unsupervised industrial anomaly
detection method based on VAE and LSTM was pro-
posed.First, the input data is preprocessed into pe-
riods of the same length. VAE is then utilized to
encode the input high-dimensional data to form a
vector in the latent semantic space. Next, LSTM is
used to mine the temporal features in the latent se-
mantic space and predict the subsequent trends of
sensor values based on this. Finally, when the dif-
ference between the predicted results and the actual
measured results exceeds a certain threshold, the sys-
tem is considered abnormal. The experimental re-
sults show that the method proposed in this study
outperform the existing research, and can realize the
accurate detection of anomalies, which is of great sig-
nificance.
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